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We have been watching an explosive growth of application of Data Mining (DM) technologies in an increasing number of different areas of business, government and science. Two of the most important business areas are finance, in particular in banks and insurance companies, and e-business, such as web portals, e-commerce and ad management services.

In spite of the close relationship between research and practice in Data Mining, it is not easy to find information on some of the most important issues involved in real world application of DM technology, from business and data understanding to evaluation and deployment. Papers often describe research that was developed without taking into account constraints imposed by the motivating application. When these issues are taken into account, they are frequently not discussed in detail because the paper must focus on the method. Therefore, knowledge that could be useful for those who would like to apply the same approach on a related problem is not shared.

In 2007, we organized a workshop with the goal of attracting contributions that address some of these issues. The Data Mining for Business workshop was held together with the 11th Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD), in Nanjing, China.¹

This book contains extended versions of a selection of papers from that workshop. Due to the importance of the two application areas, we have selected papers that are mostly related to finance and e-business. The chapters of this book cover the whole range of issues involved in the development of DM projects, including the ones mentioned earlier, which often are not described. Some of these papers describe applications, including interesting knowledge on how domain-specific knowledge was incorporated in the development of the DM solution and issues involved in the integration of this solution in the business process. Other papers illustrate how the fast development of IT, such as blogs or RSS feeds, opens many interesting opportunities for Data Mining and propose solutions to address them.

These papers are complemented with others that describe applications in other important and related areas, such as intrusion detection, economic analysis and business process mining. The successful development of DM applications depends on methodologies that facilitate the integration of domain-specific knowledge and business goals into the more technical tasks. This issue is also addressed in this book.

This book clearly shows that Data Mining projects must not be regarded as independent efforts but they should rather be integrated into broader projects that are aligned with the company’s goals. In most cases, the output of DM projects is a solution that must be integrated into the organization’s information system and, therefore, in its (decision-making) processes.

Additionally, the book stresses the need for DM researchers to keep up with the pace of development in IT technologies, identify potential applications and develop suitable

¹http://www.liaad.up.pt/dmbiz.
solutions. We believe that the flow of new and interesting applications will continue for many years.

Another interesting observation that can be made from this book is the growing maturity of the field of Data Mining in China. In the last few years we have observed spectacular growth in the activity of Chinese researchers both abroad and in China. Some of the contributions in this volume show that this technology is increasingly used by people who do not have a DM background.

To conclude, this book presents a collection of papers that illustrates the importance of maintaining close contact between Data Mining researchers and practitioners. For researchers, it is useful to understand how the application context creates interesting challenges but, simultaneously, enforces constraints which must be taken into account in order for their work to have higher practical impact. For practitioners, it is not only important to be aware of the latest developments in DM technology, but it may also be worthwhile to keep a permanent dialogue with the research community in order to identify new opportunities for the application of existing technologies and also for the development of new technologies.

We believe that this book may be interesting not only for Data Mining researchers and practitioners, but also to students who wish to have an idea of the practical issues involved in Data Mining. We hope that our readers will find it useful.

Porto, Bradford, Hangzhou, Osaka and Nanjing – May 2008
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### Program Committee

<table>
<thead>
<tr>
<th>Name</th>
<th>Institution</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alípio Jorge</td>
<td>University of Porto</td>
<td>Portugal</td>
</tr>
<tr>
<td>André Carvalho</td>
<td>University of São Paulo</td>
<td>Brazil</td>
</tr>
<tr>
<td>Arno Knobbe</td>
<td>Kiminkii/Utrecht University</td>
<td>The Netherlands</td>
</tr>
<tr>
<td>Bhavani Thuraisingham</td>
<td>Bhavani Consulting</td>
<td>USA</td>
</tr>
<tr>
<td>Can Yang</td>
<td>Hong Kong University of Science and Technology</td>
<td></td>
</tr>
<tr>
<td>Carlos Soares</td>
<td>University of Porto</td>
<td>Portugal</td>
</tr>
<tr>
<td>Carolina Monard</td>
<td>University of São Paulo</td>
<td>Brazil</td>
</tr>
<tr>
<td>Chid Apte</td>
<td>IBM Research</td>
<td>USA</td>
</tr>
<tr>
<td>Dave Watkins</td>
<td>SPSS</td>
<td>USA</td>
</tr>
<tr>
<td>Eric Auriol</td>
<td>Kaidara</td>
<td>France</td>
</tr>
<tr>
<td>Gerhard Paaß</td>
<td>Fraunhofer</td>
<td>Germany</td>
</tr>
<tr>
<td>Gregory Piatetsky-Shapiro</td>
<td>KD Nuggets</td>
<td>USA</td>
</tr>
<tr>
<td>Jinlong Wang</td>
<td>Zhejiang University</td>
<td>China</td>
</tr>
<tr>
<td>Jinyan Li</td>
<td>Institute for Infocomm Research</td>
<td>Singapore</td>
</tr>
<tr>
<td>João Mendes Moreira</td>
<td>University of Porto</td>
<td>Portugal</td>
</tr>
<tr>
<td>Jörg-Uwe Kietz</td>
<td>Kdlabs AG</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Jun Meng</td>
<td>Zhejiang University</td>
<td>China</td>
</tr>
<tr>
<td>Katharina Probst</td>
<td>Accenture Technology Labs</td>
<td>USA</td>
</tr>
<tr>
<td>Liu Zehua</td>
<td>Yokogawa Engineering</td>
<td>Singapore</td>
</tr>
<tr>
<td>Lou Huilan</td>
<td>Zhejiang University</td>
<td>China</td>
</tr>
<tr>
<td>Lubos Popelínský</td>
<td>Masaryk University</td>
<td>Czech Republic</td>
</tr>
<tr>
<td>Mykola Pechenizkij</td>
<td>University of Eindhoven</td>
<td>Finland</td>
</tr>
<tr>
<td>Paul Bradley</td>
<td>Apollo Data Technologies</td>
<td>USA</td>
</tr>
<tr>
<td>Peter van der Putten</td>
<td>Chordiant Software/Leiden University</td>
<td>The Netherlands</td>
</tr>
<tr>
<td>Petr Berka</td>
<td>University of Economics of Prague</td>
<td>Czech Republic</td>
</tr>
<tr>
<td>Ping Jiang</td>
<td>University of Bradford</td>
<td>UK</td>
</tr>
<tr>
<td>Raul Domingos</td>
<td>SPSS</td>
<td>Belgium</td>
</tr>
<tr>
<td>Rayid Ghani</td>
<td>Accenture</td>
<td>USA</td>
</tr>
<tr>
<td>Reza Nakhaeizadeh</td>
<td>DaimlerChrysler</td>
<td>Germany</td>
</tr>
<tr>
<td>Robert Engels</td>
<td>Cognit</td>
<td>Norway</td>
</tr>
<tr>
<td>Rüdiger Wirth</td>
<td>DaimlerChrysler</td>
<td>Germany</td>
</tr>
<tr>
<td>Ruy Ramos</td>
<td>University of Porto/Porto II</td>
<td>Portugal</td>
</tr>
<tr>
<td>Sascha Schulz</td>
<td>Humboldt University</td>
<td>Germany</td>
</tr>
<tr>
<td>Steve Moyle</td>
<td>Secerno</td>
<td>UK</td>
</tr>
<tr>
<td>Tie-Yan Liu</td>
<td>Microsoft Research</td>
<td>China</td>
</tr>
<tr>
<td>Tim Kovacs</td>
<td>University of Bristol</td>
<td>UK</td>
</tr>
<tr>
<td>Timm Euler</td>
<td>University of Dortmund</td>
<td>Germany</td>
</tr>
<tr>
<td>Wolfgang Jank</td>
<td>University of Maryland</td>
<td>USA</td>
</tr>
<tr>
<td>Walter Kosters</td>
<td>University of Leiden</td>
<td>The Netherlands</td>
</tr>
<tr>
<td>Wong Man-leung</td>
<td>Lingnan University</td>
<td>China</td>
</tr>
<tr>
<td>Xiangjun Dong</td>
<td>Shandong Institute of Light Industry</td>
<td>China</td>
</tr>
<tr>
<td>Yong Hong Peng</td>
<td>University of Bradford</td>
<td>UK</td>
</tr>
<tr>
<td>Zhao-Yang Dong</td>
<td>University of Queensland</td>
<td>Australia</td>
</tr>
<tr>
<td>Zhiyong Li</td>
<td>Zhejiang University</td>
<td>China</td>
</tr>
</tbody>
</table>
This page intentionally left blank
Contents

Preface v
 Carlos Soares, Yonghong Peng, Jun Meng, Takashi Washio and Zhi-Hua Zhou

Program Committee vii

Applications of Data Mining in E-Business and Finance: Introduction 1
 Carlos Soares, Yonghong Peng, Jun Meng, Takashi Washio and Zhi-Hua Zhou

Evolutionary Optimization of Trading Strategies 11
 Jiarui Ni, Longbing Cao and Chengqi Zhang

An Analysis of Support Vector Machines for Credit Risk Modeling 25
 Murat Emre Kaya, Fikret Gurgen and Nesrin Okay

Applications of Data Mining Methods in the Evaluation of Client Credibility 35
 Yang Dong-Peng, Li Jin-Lin, Ran Lun and Zhou Chao

A Tripartite Scorecard for the Pay/No Pay Decision-Making in the Retail Banking Industry 45
 Maria Rocha Sousa and Joaquim Pinto da Costa

An Apriori Based Approach to Improve On-Line Advertising Performance 51
 Giovanni Giuffrida, Vincenzo Cantone and Giuseppe Tribulato

Probabilistic Latent Semantic Analysis for Search and Mining of Corporate Blogs 63
 Flora S. Tsai, Yun Chen and Kap Luk Chan

A Quantitative Method for RSS Based Applications 75
 Mingwei Yuan, Ping Jiang and Jian Wu

Comparing Negotiation Strategies Based on Offers 87
 Lena Mashayekhy, Mohammad Ali Nematbakhsh and Behrouz Torkzadeh

Towards Business Interestingness in Actionable Knowledge Discovery 99
 Dan Luo, Longbing Cao, Chao Luo, Chengqi Zhang and Wenyuan Wang

A Deterministic Crowding Evolutionary Algorithm for Optimization of a KNN-Based Anomaly Intrusion Detection System 111
 F. de Toro-Negro, P. Garcia-Teodoro, J.E. Díaz-Verdejo and G. Maciá-Fernandez

Analysis of Foreign Direct Investment and Economic Development in the Yangtze Delta and Its Squeezing-in and out Effect 121
 Guoxin Wu, Zhuning Li and Xiujuan Jiang
Sequence Mining for Business Analytics: Building Project Taxonomies for Resource Demand Forecasting

Ritendra Datta, Jianying Hu and Bonnie Ray

Author Index
Applications of Data Mining in E-Business and Finance: Introduction

Carlos SOARES\textsuperscript{a,1}, Yonghong PENG\textsuperscript{b} and Jun MENG\textsuperscript{c} and Takashi WASHIO\textsuperscript{d} and Zhi-Hua ZHOU\textsuperscript{e}

\textsuperscript{a} LIAAD-INESC Porto L.A./Faculdade de Economia, Universidade do Porto, Portugal
\textsuperscript{b} School of Informatics, University of Bradford, U.K.
\textsuperscript{c} College of Electrical Engineering, Zhejiang University, China
\textsuperscript{d} The Institute of Scientific and Industrial Research, Osaka University, Japan
\textsuperscript{e} National Key Laboratory for Novel Software Technology, Nanjing University, China

\textbf{Abstract.} This chapter introduces the volume on Applications of Data Mining in E-Business and Finance. It discusses how application-specific issues can affect the development of a data mining project. An overview of the chapters in the book is then given to guide the reader.

\textbf{Keywords.} Data mining applications, data mining process.

\textbf{Preamble}

It is well known that Data Mining (DM) is an increasingly important component in the life of companies and government. The number and variety of applications has been growing steadily for several years and it is predicted that it will continue to grow. Some of the business areas with an early adoption of DM into their processes are banking, insurance, retail and telecom. More recently it has been adopted in pharmaceutics, health, government and all sorts of e-businesses. The most well-known business applications of DM technology are in marketing, customer relationship management and fraud detection. Other applications include product development, process planning and monitoring, information extraction and risk analysis. Although less publicized, DM is becoming equally important in Science and Engineering.\textsuperscript{2}

Data Mining is a field where research and applications have traditionally been strongly related. On the one hand, applications are driving research (e.g., the Netflix prize\textsuperscript{3} and DM competitions such as the KDD CUP\textsuperscript{4}) and, on the other hand, research results often find applicability in real world applications (Support Vector Machines in Computational Biology\textsuperscript{5}). Data Mining conferences, such as KDD, ICDM, SDM, PKDD

\textsuperscript{1}Corresponding Author: LIAAD-INESC Porto L.A./Universidade do Porto, Rua de Ceuta 118 6\textsuperscript{o} andar; E-mail: csoares@fep.up.pt.
\textsuperscript{2}An overview of scientific and engineering applications is given in [1].
\textsuperscript{3}http://www.netflixprize.com
\textsuperscript{4}http://www.sigkdd.org/kddcup/index.php
\textsuperscript{5}http://www.support-vector.net/bioinformatics.html
and PAKDD, play an important role in the interaction between researchers and practitioners. These conferences are usually sponsored by large DM and software companies and many participants are also from industry.

In spite of this closeness between research and application and the amount of available information (e.g., books, papers and webpages) about DM, it is still quite hard to find information about some of the most important issues involved in real world application of DM technology. These issues include data preparation (e.g., cleaning and transformation), adaptation of existing methods to the specificities of an application, combination of different types of methods (e.g., clustering and classification) and testing and integration of the DM solution with the Information System (IS) of the company. Not only do these issues account for a large proportion of the time of a DM project but they often determine its success or failure [2].

A series of workshops have been organized to enable the presentation of work that addresses some of these concerns. These workshops were organized together with some of the most important DM conferences. One of these workshops was held in 2007 together with the Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD). The Data Mining for Business Workshop took place in beautiful and historical Nanjing (China). This book contains extended versions of a selection of papers from that workshop.

In Section 1 we discuss some of the issues of the application of DM that were identified earlier. An overview of the chapters of the book is given in Section 2. Finally, we present some concluding remarks (Section 3).

1. Application Issues in Data Mining

Methodologies, such as CRISP-DM [3], typically organize DM projects into the following six steps (Figure 1): business understanding, data understanding, data preparation, modeling, evaluation and deployment. Application-specific issues affect all these steps. In some of them (e.g., business understanding), this is more evident than in others (e.g., modeling). Here we discuss some issues in which the application affects the DM process, illustrating with examples from the applications described in this book.

1.1. Business and Data Understanding

In the business understanding step, the goal is to clarify the business objectives for the project. The second step, data understanding, consists of collecting and becoming familiar with the data available for the project.

It is not difficult to see that these steps are highly affected by application-specific issues. Domain knowledge is required to understand the context of a DM project, determine suitable objectives, decide which data should be used and understand their meaning. Some of the chapters in this volume illustrate this issue quite well. Ni et al. discuss the properties that systems designed to support trading activities should possess to satisfy their users [4]. Also as part of a financial application, Sousa and Costa present a set of constraints that shape a system for supporting a specific credit problem in the retail banking industry [5]. As a final example, Wu et al. present a study of economic indicators in a region of China that requires a thorough understanding of its context [6].

http://www.iaad.up.pt/dmbiz
1.2. Data Preparation

Data preparation consists of a diverse set of operations to clean and transform the data in order to make it ready for modeling.

Many of those operations are independent of the application operations (e.g., missing value imputation or discretization of numerical variables), and much literature can be found on them. However, many application papers do not describe their usage in a way that is useful in their applications.

On the other hand, much of the data preparation step consists of application-specific operations, such as feature engineering (e.g., combining some of the original attributes into a more informative one). In this book, Tsai et al. describe how they obtain their data from corporate blogs and transform them as part of the development of their blog search system [7]. A more complex process is described by Yuan et al. to generate an ontology representing RSS feeds [8].

1.3. Modeling

In the modeling step, the data resulting from the application of the previous steps is analyzed to extract the required knowledge.

In some applications, domain-dependent knowledge is integrated in the DM process in all steps except this one, in which off-the-shelf methods/tools are applied. Dong-Peng et al. described one such application where the implementations of decision trees and
association rules in WEKA [9] are applied in a risk analysis problem in banking, for which the data was suitably prepared [10]. Another example in this volume is the paper by Giuffrida et al., in which the Apriori algorithm for association rule mining is used on an online advertising personalization problem [11].

A different modeling approach consists of developing/adapting specific methods for a problem. Some applications involve novel tasks that require the development of new methods. An example included in this book is the work of Datta et al., who address the problem of predicting resource demand in project planning with a new sequence mining method based on hidden semi-Markov models [12]. Other applications are not as novel but have specific characteristics that require adaptation of existing methods. For instance, the approach of Ni et al. to the problem of generating trading rules uses an adapted evolutionary computation algorithm [4]. In some applications, the results obtained with a single method are not satisfactory and, thus, better solutions can be obtained with a combination of two or more different methods. Kaya et al. propose a method for risk analysis which consists of a combination of support vector machines and logistic regression [13]. In a different chapter of this book, Toro-Negro et al. describe an approach which combines different types of methods, an optimization method (evolutionary computation) with a learning method (k-nearest neighbors) [14].

A data analyst must also be prepared to use methods for different tasks and originating from different fields, as they may be necessary in different applications, sometimes in combination as described above. The applications described in this book illustrate this quite well. The applications cover tasks such as clustering (e.g., [15]), classification (e.g., [13,14]), regression (e.g., [6]), information retrieval (e.g., [8]) and extraction (e.g., [7]), association mining (e.g., [10,11]) and sequence mining (e.g., [12,16]). Many research fields are also covered, including neural networks (e.g., [5]), machine learning (e.g., SVM [13]), data mining (e.g., association rules [10,11]), statistics (e.g., logistic [13] and linear regression [6]) and evolutionary computation (e.g., [4,14]). The wider the range of tools that is mastered by a data analyst, the better the results he/she may obtain.

1.4. Evaluation

The goal of the evaluation step is to assess the adequacy of the knowledge in terms of the project objectives.

The influence of the application on this step is also quite clear. The criteria selected to evaluate the knowledge obtained in the modeling phase must be aligned with the business goals. For instance, the results obtained on the online advertising application described by Giuffrida et al. are evaluated in terms of clickthrough and also of revenue [11]. Finding adequate evaluation measures is, however, a complex problem. A methodology to support the development of a complete set of evaluation measures that assess quality not only in technical but also in business terms is proposed by Luo et al. [16].

1.5. Deployment

Deployment is the step in which the knowledge validated in the previous step is integrated in the (decision-making) processes of the organization.

It, thus, depends heavily on the application context. Despite being critical for the success of a DM project, this step is often not given sufficient importance, in contrast to other steps such as business understanding and data preparation. This attitude is illustrated quite well in the CRISP-DM guide [3]:
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In many cases it is the customer, not the data analyst, who carries out the deployment steps. However, even if the analyst will not carry out the deployment effort it is important for the customer to understand up front what actions need to be carried out in order to actually make use of the created models.

This graceful handing over of responsibilities of the deployment step by the data analyst can be the cause for the failure of a DM project which, up to this step, has obtained promising results.

In some cases, the model obtained is the core of the business process. Deployment, thus, requires the development of the software system (e.g. program or website) that will serve as the wrapper to the model. An example is the blog search system developed by Tsai et al. [7].

Despite the complexities of the development of new systems, it is often simpler than integrating the model with an existing Information System (IS), as illustrated in Figure 2. In this case, there are two scenarios. In the first one, the model is integrated in an existing component of the IS, replacing the procedure which was previously used for the same purpose. For instance, the model developed by Giuffrida et al. for personalization of ads replaces the random selection procedure used by a web ad-server [11]. Another example is the work of Sousa and Costa, in which a DM application generates a new model for deciding whether or not to pay debit transactions that are not covered by the current balance of an account [5]. In the second scenario, integration consists of the development of a new component which must then be adequately integrated with the other components of the IS. In this volume, Datta et al. describe how the sequence mining algorithm they propose can be integrated into the resource demand forecasting process of an organization [12].

In either case, integration will typically imply communication with one or more databases and with other modules. It may also be necessary to implement communication with external entities, such as users or hardware. Finally, because it cannot be guaranteed that a model developed with existing data will function correctly forever, monitoring and maintenance mechanisms must be implemented. Monitoring results should be fed back to the data analyst, who decides what should be done (e.g., another iteration in the DM process). In some cases it is possible to implement an automatic maintenance mechanism to update the model (e.g., relearning the model using new data). For instance, the model for personalization of ads used by Giuffrida et al. is updated daily with new data that is collected from the activity on the ad-server [11].

Additionally, development of typical DM projects uses real data but it is usually independent of the decision process which it aims to improve. Very often, the conditions are not exactly the same in the development and the deployment contexts. Thus, it may be necessary in some cases to carry out a gradual integration with suitable live testing. The development of mechanisms to support this kind of integration and testing implies changes to the IS of the organization, with associated costs. Again, Giuffrida et al. describe how a live evaluation of their system is carried out, by testing in parallel the effect of the ad personalization model and a random selection method [11].

2. Overview

The chapters in this book are organized into three groups: finance, e-business and miscellaneous applications. In the following sections we give an overview of their content.
2.1. Finance

The chapter by Ni et al. describes a method to generate a complete set of trading strategies that take into account application constraints, such as timing, current position and pricing [4]. The authors highlight the importance of developing a suitable backtesting environment that enables the gathering of sufficient evidence to convince the end users that the system can be used in practise. They use an evolutionary computation approach that favors trading models with higher stability, which is essential for success in this application domain.

The next two chapters present credit risk modeling applications. In the first chapter, Kaya et al. try three different approaches, by transforming both the methods and the problem [13]. They start by tackling the problem as a supervised classification task and empirically comparing SVM and logistic regression. Then, they propose a new approach that combines the two methods to obtain more accurate decisions. Finally, they transform the problem into one of estimating the probability of defaulting on a loan.

The second of these chapters, by Peng et al., describes an assessment of client credibility in Chinese banks using off-the-shelf tools [10]. Although the chapter describes a simple application from a technical point of view, it is quite interesting to note that it is carried out not by computer scientists but rather by members of a Management and Economics school. This indicates that this technology is starting to be used in China by people who do not have a DM background.

The last chapter in this group describes an application in a Portuguese bank made by Sousa and Costa [5]. The problem is related to the case when the balance of an account is
insufficient to cover an online payment made by one of its clients. In this case, the bank must decide whether to cover the amount on behalf of the client or refuse payment. The authors compare a few off-the-shelf methods, incorporating application-specific information about the costs associated with different decisions. Additionally, they develop a decision process that customizes the usage of the models to the application, significantly improving the quality of the results.

2.2. E-Business

The first chapter in this group, by Giuffrida et al., describes a successful application of personalization of online advertisement [11]. They use a standard association rules method and focus on the important issues of actionability, integration with the existing IS and live testing.

Tsai et al. describe a novel DM application [7]. It is well known that blogs are increasingly regarded as a business tool by companies. The authors propose a method to search and analyze blogs. A specific search engine is developed to incorporate the models developed.

The next chapter proposes a method to measure the semantic similarity between RSS feeds and subscribers [8]. Yuan et al. show how it can be used to support RSS reader tools. The knowledge is represented using ontologies, which are increasingly important to incorporate domain-specific knowledge in DM solutions.

The last paper in this group, by Mashayekhy et al., addresses the problem of identifying the opponent’s strategy in an automated negotiation process [15]. This problem is particularly relevant in e-business, where many opportunities exist for (semi-)autonomous negotiation. The method developed uses a clustering method on information about previous negotiation sessions.

2.3. Other Applications

The first chapter in this group describes a government application, made by Luo et al. [16]. The problem is related to the management of the risk associated with social security clients in Australia. The problem is addressed as a sequence mining task. The actionability of the model obtained is a central concern of the authors. They focus on the complicated issue of performing an evaluation taking both technical and business interestingness into account.

The chapter by Toro-Negro et al. addresses the problem of network security [14]. This is an increasingly important concern as companies use networks not only internally but also to interact with customers and suppliers. The authors propose a combination of an optimization algorithm (an evolutionary computation method) and a learning algorithm (k-nearest neighbors) to address this problem.

The next paper illustrates the use of Statistical and DM tools to carry out a thorough study of an economic issue in China [6]. As in the chapter by Peng [10], the authors, Wu et al., come from an Economics and Management school and do not have a DM background.

The last chapter in this volume describes work by Datta et al. concerned with project management [12]. In service-oriented organizations where work is organized into projects, careful management of the workforce is required. The authors propose a se-
quence mining method that is used for resource demand forecasting. They describe an architecture that enables the integration of the model with the resource demand forecasting process of an organization.

3. Conclusions

In spite of the close relationship between research and practise in Data Mining, finding information on some of the most important issues involved in real world application of DM technology is not easy. Papers often describe research that was developed without taking into account constraints imposed by the motivating application. When these issues are taken into account, they are frequently not discussed in detail because the paper must focus on the method and therefore knowledge that could be useful for those who would like to apply the method to their problem is not shared. Some of those issues are discussed in the chapters of this book, from business and data understanding to evaluation and deployment.

This book also clearly shows that DM projects must not be regarded as independent efforts but they should rather be integrated into broader projects that are aligned with the company’s goals. In most cases, the output of the DM project is a solution that must be integrated into the organization’s information system and, therefore, in its (decision-making) processes.

Some of the chapters also illustrate how the fast development of IT, such as blogs or RSS feeds, opens many interesting opportunities for data mining. It is up to researchers to keep up with the pace of development, identify potential applications and develop suitable solutions.

Another interesting observation that can be made from this book is the growing maturity of the field of data mining in China. In the last few years we have observed spectacular growth in the activity of Chinese researchers both abroad and in China. Some of the contributions in this volume show that this technology is increasingly used by people who do not have a DM background.
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Abstract. It is a non-trivial task to effectively and efficiently optimize trading strategies, not to mention the optimization in real-world situations. This paper presents a general definition of this optimization problem, and discusses the application of evolutionary technologies (genetic algorithm in particular) to the optimization of trading strategies. Experimental results show that this approach is promising.
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Introduction

In financial literatures and trading houses, there are many technical trading strategies [1]. A trading strategy is a predefined set of rules to apply. In the stock market, it is critical for stock traders to find or tune trading strategies to maximize the profit and/or to minimize the risk. One of the means is to backtest and optimize trading strategies before they are deployed into the real market. The backtesting and optimization of trading strategies is assumed to be rational with respect to repeatable market dynamics, and profitable in terms of searching and tuning an ‘optimal’ combination of parameters indicating higher likelihood of making good benefits. Consequently, the backtesting and optimization of trading strategies has emerged as an interesting research and experimental problem in both finance [2,3] and information technology (IT) [4,5,6,7,8] fields.

It is a non-trivial task to effectively and efficiently optimize trading strategies, not to mention the optimization in real-world situations. Challenges in trading strategy optimization come from varying aspects, for instance, the dynamic market environment, comprehensive constraints, huge quantities of data, multiple attributes in a trading strategy, possibly multiple objectives to be achieved, etc. In practice, trading strategy optimization tackling the above issues essentially is a problem of multi-attribute and multi-objective optimization in a constrained environment. The process of solving this problem inevitably involves high dimension searching, high frequency data stream, and constraints. In addition, there are some implementation issues surrounding trading strategy optimization in market condition, for instance, sensitive and inconstant strategy performance subject to dynamic market, and complicated computational settings and develop-
ment in data storage, access, preparation and system construction. The above issues in trading strategy optimization are challenging, practical and very time consuming.

This paper tries to solve this optimization problem with the help of evolutionary technologies. Evolutionary computing is used because it is good at high dimension reduction, and generating global optimal or near-optimal solutions in a very efficient manner. In literature, a few data mining approaches [7,9], in particular, genetic algorithms [10,11,12,8] based evolutionary computing has been explored to optimize trading strategies. However, the existing research has mainly focused on extracting interesting trading patterns of statistical significance [5], demonstrating and pushing the use of specific data mining algorithms [7,9]. Unfortunately, real-world market organizational factors and constraints [13], which form inseparable constituents of trading strategy optimization, have not been paid sufficient attention to. As a result, many interesting trading strategies are found, while few of them are applicable in the market. The gap between the academic findings and business expectations [14] comes from a few reasons, such as the over-simplification of optimization environment and evaluation fitness. In a word, actionable optimization of trading strategies should be conducted in market environment and satisfy trader’s expectations. This paper tries to present some practical solutions and results, rather than some unrealistic algorithms.

The rest of the paper is organized as follows. First of all, Section 1 presents the problem definition in terms of considering not only attributes enclosed in the optimization algorithms and trading strategies, but also constraints in the target market where the strategy to be identified and later used. Next, Section 2 explains in detail how genetic algorithm can be applied to the optimization of trading strategies, and presents techniques that can improve technical performance. Afterwards, Section 3 shows experimental results with discussions and refinements. Finally, Section 4 concludes this work.

1. Problem Definition

In market investment, traders always pursue a ‘best’ or ‘appropriate’ combination of purchase timing, position, pricing, sizing and objects to be traded under certain business situations and driving forces. Data mining in finance may identify not only such trading signals, but also patterns indicating either iterative or repeatable occurrences. The mined findings present trading strategies to support investment decisions in the market.

Definition A trading strategy actually represents a set of individual instances, the trading strategy set $\Omega$ is a tuple defined as follows.

$$\Omega = \{r_1, r_2, \ldots, r_m\}$$

$$= \{(t, b, p, v, i) | t \in T, b \in B, p \in P, v \in V, i \in I\}$$

where $r_1$ to $r_m$ are instantiated individual trading strategy, each of them is represented by instantiated parameters of $t, b, p, v$ and an instrument $i$ to be traded; $T = \{t_1, t_2, \ldots, t_m\}$ is a set of appropriate time trading signals to be triggered; $B = \{\text{buy, sell, hold}\}$ is the set of possible behavior (i.e., trading actions) executed by trading participants; $P = \{p_1, p_2, \ldots, p_m\}$ and $V = \{v_1, v_2, \ldots, v_m\}$ are the sets of trading price and volume matching with corresponding trading time; and $I = \{i_1, i_2, \ldots, i_m\}$ is a set of target instruments to be traded.
With the consideration of environment complexities and trader’s favorite, the optimization of trading strategies is to search an ‘appropriate’ combination set $\Omega'$ in the whole trading strategy candidate set $\Omega$, in order to achieve both user-preferred technical ($\text{tech\_int}()$) and business ($\text{biz\_int}()$) interestingness in an ‘optimal’ or ‘near-optimal’ manner. Here ‘optimal’ refers to the maximal/minimal (in some cases, smaller is better) values of technical and business interestingness metrics under certain market conditions and user preferences. In some situations, it is impossible or too costly to obtain ‘optimal’ results. For such cases, a certain level of ‘near-optimal’ results are also acceptable. Therefore, the sub-set $\Omega'$ indicates ‘appropriate’ parameters of trading strategies that can support a trading participant $a$ ($a \in A$, $A$ is market participant set) to take actions to his/her advantages. As a result, in some sense, trading strategy optimization is to extract actionable strategies with multiple attributes towards multi-objective optimization [15] in a constrained market environment.

**Definition** An optimal and actionable trading strategy set $\Omega'$ is to achieve the following objectives:

\[
\begin{align*}
\text{tech\_int}() & \rightarrow \max \{\text{tech\_int}()\} \\
\text{biz\_int}() & \rightarrow \max \{\text{biz\_int}()\}
\end{align*}
\]

while satisfying the following conditions:

\[
\begin{align*}
\Omega' & = \{e_1, e_2, \ldots, e_n\} \\
\Omega' & \subset \Omega \\
m & > n
\end{align*}
\]

where $\text{tech\_int}()$ and $\text{biz\_int}()$ are general technical and business interestingness metrics, respectively. As the main optimization objectives of identifying ‘appropriate’ trading strategies, the performance of trading strategies and their actionable capability are encouraged to satisfy expected technical interestingness and business expectations under multi-attribute constraints. The ideal aim of actionable trading strategy discovery is to identify trading patterns and signals, in terms of certain background market microstructure and dynamics, so that they can assist traders in taking the right actions at the right time with the right price and volume on the right instruments. As a result of trading decisions directed by the identified evidence, benefits are maximized while costs are minimized.

### 1.1. Constrained Optimization Environment

Typically, actionable trading strategy optimization must be based on a good understanding of organizational factors hidden in the mined market and data. Otherwise it is not possible to accurately evaluate the dependability of the identified trading strategies. The actionability of optimized trading strategies is highly dependent on the mining environment where the trading strategy is extracted and applied. In real-world actionable trading strategy extraction, the underlying environment is more or less constrained. Constraints may be broadly embodied in terms of data, domain, interestingness and deployment aspects. Here we attempt to explain domain and deployment constraints surrounding actionable trading strategy discovery.
Market organization factors [13] relevant to trading strategy discovery consist of the following fundamental entities: \( M = \{ I, A, O, T, R, E \} \). Table 1 briefly explains these entities and their impact on trading strategy actionability. In particular, the entity 
\[ O = \{ (t, b, p, v) | t \in T, b \in B, p \in P, v \in V \} \]
is further represented by attributes \( T, B, P \) and \( V \), which are attributes of trading strategy set \( \Omega \). The elements in \( M \) form the constrained market environment of trading strategy optimization. In the strategy and system design of trading strategy optimization, we need to give proper consideration of these factors.

<table>
<thead>
<tr>
<th>Organizational factors</th>
<th>Impact on actionability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traded instruments ( I ), such as a stock or derivative, ( I = { \text{stock, option, feature, ...} } )</td>
<td>Varying instruments determine different data, analytical methods and objectives</td>
</tr>
<tr>
<td>Market participants ( A ), ( A = { \text{broker, market maker, mutual funds, ...} } )</td>
<td>Trading agents have the final right to evaluate and deploy discovered trading strategies to their advantage</td>
</tr>
<tr>
<td>Order book forms ( O ), ( O = { \text{limit, market, quote, block, stop} } )</td>
<td>Order type determines the data set to be mined, e.g., order book, quote history or price series, etc.</td>
</tr>
<tr>
<td>Trading session, whether it includes call market session or continuous session, it is indicated by time frame ( T )</td>
<td>Setting up the focusing session can greatly prune order transactions</td>
</tr>
<tr>
<td>Market rules ( R ), e.g., restrictions on order execution defined by exchange</td>
<td>They determine pattern validity of discovered trading strategies when deployed</td>
</tr>
<tr>
<td>Execution system ( E ), e.g., a trading engine is order-driven or quote-driven</td>
<td>It limits pattern type and deployment manner after migrated to real trading system</td>
</tr>
</tbody>
</table>

In practice, any particular actionable trading strategy needs to be identified in an instantiated market niche \( m (m \in M) \) enclosing the above organization factors. This market niche specifies particular constraints, which are embodied through the elements in \( \Omega \) and \( M \), on trading strategy definition, representation, parameterization, searching, evaluation and deployment. The consideration of specific market niche in trading strategy extraction can narrow search space and strategy space in trading strategy optimization. In addition, there are other constraints such as data constraints \( D \) that are not addressed here for limited space. Comprehensive constraints greatly impact the development and performance of extracting trading strategies.

Constraints surrounding the development and performance of actionable trading strategy set \( \Omega' \) in a particular market data set form a constraint set:

\[
\Sigma = \{ \delta^k_i | c_i \in C, 1 \leq k \leq N_i \}
\]

where \( \delta^k_i \) stands for the \( k \)-th constraint attribute of a constraint type \( c_i \), \( C = \{ M, D \} \) is a constraint type set covering all types of constraints in market microstructure \( M \) and data \( D \) in the searching niche, and \( N_i \) is the number of constraint attributes for a specific type \( c_i \).

Correspondingly, an actionable trading strategy set \( \Omega' \) is a conditional function of \( \Sigma \), which is described as

\[
\Omega' = \{ (\omega, \delta) | \omega \in \Omega, \delta \in \{ (\delta^k_i, a) | \delta^k_i \in \Sigma, a \in A \} \}
\]
where $\omega$ is an ‘optimal’ trading pattern instance, and $\delta$ indicates specific constraints on the discovered pattern that is recommended to a trading agent $a$.

2. Optimization with GA

In this section, we first describe in detail one type of classical strategies based on moving average in order to illustrate how technical trading strategies work. Afterwards, we will discuss how to use genetic algorithms (GA) to optimize trading strategies.

2.1. Moving Average Strategies

A moving average (MA) is simply an average of current and past prices over a specified period of time. An MA of length $l$ at time $t$ is calculated as

$$M_t(l) = \frac{1}{l} \sum_{i=0}^{l-1} P_{t-i}$$

where $P_{t-i}$ is the price at time $t-i$.

Various trading strategies can be formulated based on MA. For example, a double MA strategy (denoted by MA($l_1$, $l_2$)) compares two MAs with different lengths $l_1$ and $l_2$ where $l_1 < l_2$. If $M_t(l_1)$ rises above $M_t(l_2)$, the security is bought and held until $M_t(l_1)$ falls below $M_t(l_2)$. The signal $S_t$ is given by

$$S_t = \begin{cases} 
1 & \text{if } M_t(l_1) > M_t(l_2) \\
& \text{and } M_{t-k}(l_1) < M_{t-k}(l_2) \\
& \text{and } M_{t-i}(l_1) = M_{t-i}(l_2), \\
& \forall i \in \{1, \cdots, k-1\} \\
-1 & \text{if } M_t(l_1) < M_t(l_2) \\
& \text{and } M_{t-n}(l_1) > M_{t-n}(l_2) \\
& \text{and } M_{t-i}(l_1) = M_{t-i}(l_2), \\
& \forall i \in \{1, \cdots, n-1\} \\
0 & \text{otherwise}
\end{cases}$$

where $k$ and $n$ are arbitrary positive integers, 1 means ‘buy’, $-1$ means ‘sell’, and 0 means ‘hold’ or ‘no action’.

Figure 1 shows an example of double MA strategy, where $l_1 = 10$, $l_2 = 30$, and the upward arrows indicate buy signals, and downward arrows indicate sell signals.

A filtered double MA strategy is more conservative than the original double MA strategy in that it only takes action when $M_t(l_1)$ rises above (or falls below) $M_t(l_2)$ by more than a certain percentage $\theta$. The next subsection will use such a filtered double MA strategy as example for the illustration of optimization with genetic algorithm.

It should be noted that the values of $l$, $l_1$, $l_2$ and $\theta$ in the above equations are not fixed. They are usually selected by experience or experiments.

MA strategies give one ‘sell’ signal after one buy signal and vice versa. There are no consecutive buy signals nor consecutive sell signals. However, other trading strategies, such as those explained in the next sub sections, may give consecutive buy or sell signals.
2.2. Optimization with Genetic Algorithm

GAs have been widely investigated and applied in many areas since it was developed by John Holland in 1975 [16].

The GA procedure can be outlined as follows:

1. Create an initial population of candidates.
2. Evaluate the performance of each candidate.
3. Select the candidates for recombination.
4. Perform crossover and mutation.
5. Evaluate the performance of the new candidates.
6. Stop if a termination criterion is met, otherwise go back to step 3.

To implement a GA, one has to decide several main issues: fitness function, encoding, population size, selection, crossover and mutation operators, etc. In this subsection, we discuss how they are properly set for the optimization of the MA trading strategy.

2.2.1. Fitness Function

For the optimization of trading strategies, the fitness function is defined by the trader based on his business objectives. Return on investment is a good fitness function for aggressive traders, while the combination of a reasonable return and a low risk may be a better fitness function for conservative investors.

2.2.2. Encoding and Search Space

Encoding of chromosomes is the first question to ask when starting to solve a problem with GA. It depends on the problem heavily. In this problem, it is natural to define the chromosome as the tuple consisting of all the parameters of a certain trading strategy. The parameters can not take arbitrary values. Instead, they are limited by various constraints. Firstly, the type and value range are constrained by their domain specific meaning and relationship. Secondly, for practical reasons, we limit the value ranges to define
a reasonable search space. Further, we also limit the precision of real values since overly high precision is meaningless for this problem. Table 2 lists the parameters and their constraints for the MA trading strategy we test, where ‘I’ means an integer and ‘R’ means a real number.

### Table 2. Parameters and their constraints

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Type</th>
<th>Constraints</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>short MA length ($l_1$)</td>
<td>I</td>
<td>$1 \leq l_1 \leq 20$</td>
<td>$10^0$</td>
</tr>
<tr>
<td>long MA length ($l_2$)</td>
<td>I</td>
<td>$4 \leq l_2 \leq 50$; $l_2 &gt; l_1 + 3$</td>
<td>$10^0$</td>
</tr>
<tr>
<td>filter ($\theta$)</td>
<td>R</td>
<td>$0 \leq \theta \leq 0.04$</td>
<td>$10^{-4}$</td>
</tr>
</tbody>
</table>

2.2.3. Population Size

The population size defines how many chromosomes are in the population (in one generation). Theoretically, if there are too few chromosomes, GA have few possibilities to perform crossover and only a small part of search space is explored. On the other hand, if there are too many chromosomes, GA slows down. Research shows that after some limit (which depends mainly on encoding and the problem) it is not useful to use very large populations because it does not solve the problem faster than moderate sized populations.

Pilot tests shows that the execution time increases constantly in proportion to the population size, while there is little or no improvement to the fitness after the population size goes above 40. As a result, the population size is set to 40 in the experiments that were carried out to determine the crossover rate and mutation rate.

2.2.4. Crossover

Each trading strategy may have different number of parameters, therefore the chromosome lengths are not fixed. To make our crossover method useful for different kinds of trading strategies, we choose a crossover method which is independent of the chromosome length. It works as follows:

1. Let the two parents be $M = \{m_1, m_2, \ldots, m_n\}$, $D = \{d_1, d_2, \ldots, d_n\}$;
2. Randomly select one parameter $x$ from $1 \ldots n$, and a random number $\beta$ from $(0, 1)$;
3. Calculate $b_x = m_x - \beta \times (m_x - d_x)$, $c_x = d_x + \beta \times (m_x - d_x)$;
4. Calculate 2 children: $C_1 = \{m_1, m_2, \ldots, b_x, \ldots, m_n\}$ and $C_2 = \{d_1, d_2, \ldots, c_x, \ldots, d_n\}$;
5. Check if the children satisfy all constraints. If not, go back to Step 2; repeat until two valid children are obtained.

Pilot tests show that the business performance (in terms of the final wealth) of this GA does not rely much on the exact crossover rate value. A larger crossover rate usually gives better business performance but the improvement is not significant, especially when the execution time is taken into consideration. For the simple trading strategies tested in the work, the overhead execution time resulted from the crossover operation is quite prominent. Consequently, when the execution time is not a problem (e.g., when computation resources are abundant), a large crossover rate is preferred for better busi-
ness performance, but if the execution time is stringent, a small crossover rate may be a good choice as it would not heavily degrade the business performance. In the next section, a crossover rate of 0.8 is used in the test of mutation rate.

2.2.5. Mutation

The GA parameter mutation rate defines how often parts of chromosome will be mutated. If there is no mutation, offspring are generated immediately after crossover (or directly copied) without any change. If mutation is performed, one or more parts of a chromosome are changed. If mutation rate is 100%, whole chromosome is changed, if it is 0%, nothing is changed.

Mutation generally prevents the GA from falling into local optima. Mutation should not occur very often, because then GA will in fact change to random search.

In our experiment, the disturbance mutation method is used. That is to say, one parameter is randomly selected and replaced with a random value (subject to its constraint). Again, this method is independent of the number of parameters and thus can be applied to various trading strategies.

Pilot tests show that mutation rate is almost irrelevant in this problem. Neither the business performance nor the execution time is evidently affected by mutation rate.

2.2.6. Evaluation History vs. Evaluation Time

The most time consuming task in a GA is the evaluation of fitness function for each chromosome in every generation. During the evolution of a GA, there may be identical chromosomes in different generations. There are two methods to deal with these repeatedly appeared chromosomes. One is to evaluate every chromosome regardless of whether it has been evaluated in previous generations, the other is to keep a history of fitness values of all the chromosomes that have been evaluated since the GA starts and re-use the fitness value when a chromosome re-appears in a new generation. The latter method requires more memory to store the evaluation history and extra time to search the history but may save the total execution time by reducing the number of evaluations, especially when the trading strategy is complicated and the evaluation time is long.

Pilot tests show that the use of evaluation history generally saves the total execution time by about 25 — 30 percent in our test.

2.3. Performance Boost

2.3.1. Data Storage

Stock transaction data have become very detailed and enormous with the introduction of electronic trading systems. This makes it a problem to store and to access the data in later analyses such as mining useful patterns and backtesting trading strategies.

Various storage methods have been used to store stock transaction data. One simple and widely used method is a formatted plain text file, such as a comma separated values (CSV) file. A second storage method is to use a relational database. There are also other customized storage methods, e.g., FAV format used by SMARTS2. All these methods have their own strengths and limitations and are not always suitable for the optimization

2http://www.smarts.com.au
of trading strategies. Therefore a new dynamic storage method has been proposed in [17], which is briefly introduced below.

In this storage schema, compressed text files are used to store stock transaction data. There is one folder for each stock. In this folder, the data will be further split into several files. The size of each file (before compression) is controlled to be around $S$, which is to be tuned according to performance tests. Each file may contain data for a single day or multiple days, depending on the number of transaction records. An index file is used to map the date to data files. With the help of the index file, it is possible to quickly identify the data file containing the data for any specific date. And because the size of each data file is restricted to somewhere around $S$, the maximum data to be read and discarded in order to read the data for any specific date is also limited. Further, since plain text files are used here, any standard compression utilities can be used to compress the data file to save storage space. Besides, when new data are available, it is also easy to merge new data with existing data under this storage method. Only the index file and the last data file (if necessary) have to be rebuilt.

This storage method provides a flexible mechanism to balance between storage space and access efficiency. With this method, it is easy to trade storage space for access efficiency and vice versa.

2.3.2. Parallel GA

When the trading strategy is complicated and the search space is huge, it is very time-consuming to run GA for optimization. A straightforward way to speed up the computation is to parallelize its execution. Once a parameter set is given, a processing element (PE) can execute the whole trading strategy by itself. Therefore it is easy to parallelize the GA with master-slave model. Slave PEs simply execute the trading strategy with a given parameter set, while master PE takes charge of the whole optimization process, as shown in Figure 2.

1. Create an initial population of $n$ parameter sets;
2. Partition the population into $N$ equal groups;
3. Send the parameter sets in each group to one slave process;
4. Receive the fitness value for each triple from the slaves;
5. Stop if a termination criterion is met;
6. Select the parameter sets for recombination;
7. Perform crossover and mutation;
8. Go back to step 2;

Figure 2. Algorithm – Master process.

3. Application and Refinements

This section applies the techniques discussed in Section 2 to the real market to test the business performance of the optimized trading strategies. Further refinements are also introduced to boost the business performance.
3.1. Empirical Studies in the Asx Market

As a first step to study the business performance of the optimized trading strategies, we carry out a series of experiments with historical data. The experiment settings and results are discussed below.

We carry out our experiments over the historical daily data of 32 securities and 4 indices traded on the Australian Securities eXchange (ASX). The securities are selected according to their price, liquidity and data availability. The data are downloaded from Commonwealth Securities Ltd. (www.comsec.com.au) for free as CSV files and contain open price, close price, highest price, lowest price and volume. The time range is from June 1996 to August 2006 and comprises about 2500 trading days.

Five technical trading strategies are applied in a series of tests described below.

MA Filtered double moving average
BB Bollinger band with stop loss
KD Slow stochastic oscillator cross/rising and stop loss
RSI Relative strength indicator with retrace and stop loss
CBO Filtered channel break out

The filtered double MA strategy has been explained in detail in Section 2.1. The details of the other four trading strategies are not discussed here. Interested readers can refer to [18,19] for further information. The typical settings of various trading strategies are also obtained from [18]. Besides, the simple buy-and-hold strategy (BH) is also tested for comparison purpose.

During the experiments, the trading strategies are always applied to a security/index with an initial capital of AU$10,000 for a security or AU$1,000,000 for an index. A transaction cost of 0.2% of the traded value is charged for each trade (buy or sale).

Four tests have been designed to evaluate the effectiveness of GA. The data are divided into in-sample and out-of-sample data. The period of in-sample data comprises 2 years (1997 and 1998), while the period of out-of-sample data comprises of 7 years (from 1999 to 2005). To compare the various trading strategies, we are only concerned about the profit over the out-of-sample period.

Test 1 applies the 5 trading strategies with typical settings over the out-of-sample data. It shows the performance of the trading strategies with a typical fixed setting. These settings are usually given by professionals or set default by some trading tools. In our work, the typical settings of various trading strategies are obtained from [18].

Test 2 applies GA over the out-of-sample data to see the maximal profits that various trading strategies might achieve. These are only theoretical values since the optimal settings can only be found out when the historical data are available. No one knows them beforehand and therefore can not trade with these optimal settings in a real market.

Test 3 applies GA over the in-sample data to find the best parameters for the in-sample period and then apply these parameters to the out-of-sample data. This kind of usage reflects exactly how backtesting is used in reality, that is, finding the strategies or parameters that worked well in the past data and applying them to the future market, with the hope that they will keep working well.

Test 4 is a moving window version of Test 3. Here, the in-sample data and out-of-sample data are no longer fixed as mentioned at the beginning of this sub section. Instead, we repeatedly use 2 years’ data as the in-sample data and the following year’s data as
the out-of-sample data. Again, we find the best parameters for the in-sample periods and then apply them to the corresponding out-of-sample data.

The other 5 trading strategies, namely, MA, CBO, BB, RSI and KD, all go through the 4 tests described above. For Test 1, each trading strategy is executed once for each security/index. For Tests 2, 3 and 4, every pair of trading strategy and security/index is tested for 30 times and the average result of these 30 tests is used to measure the business performance of the optimized trading strategy applied to the security/index.

Table 3 is a comparison table of the performance of various trading strategies in the above-mentioned tests, where $P_i > P_{BH}, i \in \{1, 2, 3, 4\}$ means the performance of the relevant strategy in Test $i$ is better than the performance of the BH strategy, $P_i > P_j, i, j \in \{1, 2, 3, 4\}$ means the performance of the relevant strategy in Test $i$ is better than that in Test $j$, and the numbers in the table mean for how many securities/indices $P_i > P_{BH}$ or $P_i > P_j$ holds for the relevant strategy. From this comparison table, we can draw several conclusions.

<table>
<thead>
<tr>
<th></th>
<th>MA</th>
<th>CBO</th>
<th>BB</th>
<th>RSI</th>
<th>KD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1 &gt; P_{BH}$</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$P_2 &gt; P_{BH}$</td>
<td>28</td>
<td>27</td>
<td>23</td>
<td>33</td>
<td>35</td>
</tr>
<tr>
<td>$P_3 &gt; P_{BH}$</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$P_4 &gt; P_{BH}$</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$P_2 &gt; P_1$</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>$P_3 &gt; P_1$</td>
<td>25</td>
<td>27</td>
<td>25</td>
<td>35</td>
<td>29</td>
</tr>
<tr>
<td>$P_4 &gt; P_1$</td>
<td>22</td>
<td>26</td>
<td>21</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>$P_4 &gt; P_3$</td>
<td>14</td>
<td>19</td>
<td>16</td>
<td>24</td>
<td>17</td>
</tr>
</tbody>
</table>

First of all, the performance of the typical settings (Test 1) are rather poor. For very few securities, the typical settings can beat the BH strategy. It suggests nothing else than that we can not rely on the typical settings given by the professional traders or the trading software.

Secondly, for some securities, even when the trading strategies are optimized (Test 2), they still can not beat the BH strategy. This usually happens for securities whose prices rise stably. Given that GA executes pretty fast, it can help rule out these fruitless trading strategies for such securities quickly.

Thirdly, although Test 2 shows that in most cases the optimized trading strategies are better than the BH strategy, the results of Test 3 and Test 4 show that it is practically not achievable. The optimal parameter settings can only be calculated after the trading data are available, which means there is no chance to trade with such optimized trading strategies. Theoretically, there is an optimal setting, while practically it does not exist beforehand.

Fourthly, for a large portion of the tested securities, the optimized trading strategies (Test 3 and Test 4) work better than those with typical settings (Test 1). This means that our optimization is able to provide some performance improvement.

Lastly, there is no apparent difference between the result of Test 3 and that of Test 4. The change of the lengths of in-sample and out-of-sample periods show no effect in this experiment.
3.2. Business Performance Stabilization

One big problem that emerges from the experiment results of Section 3.1 is that the trading strategies optimized during the in-sample period do not work well for the out-of-sample period. This results in that the trading strategies performs worse than the BH strategy for most of the securities in Test 3 and Test 4.

This problem comes from the fact that we try to find the parameter settings that give the best business performance for the in-sample period without considering any other factors such as stability. As a result, the best parameter setting found by the optimization algorithm may get over optimized and is so fragile that any small disturbance to the trading data may result in a big performance degradation. When it is applied to the out-of-sample period, as the market conditions evolve as time goes on, it is very hard for this ex-optimal parameter setting to continue its performance. Obviously, this is not desirable. The question is whether it is possible to find a parameter setting that works well for the in-sample period and also works well for the out-of-sample period.

In this work, we try to answer this question with a stabilized GA which finds a stable parameter setting instead of the fragile optimal parameter setting. We achieve this by adjusting the fitness function of the GA. Besides the final total wealth, we also take it into consideration whether the final total wealth is resilient to the disturbance of parameters. The new fitness function is calculated as follows:

1. Let the parameter setting to be evaluated be $P = (p_1, p_2, \ldots, p_n)$;
2. Calculate 2n new parameter settings which are disturbed versions of $P$:
   
   $P_{i1} = (p_1, p_2, \ldots, p_i \times (1 + \delta), \ldots, p_n)$
   
   $P_{i2} = (p_1, p_2, \ldots, p_i \times (1 - \delta), \ldots, p_n)$
   
   where $i = 1, 2, \ldots, n$, and $\delta$ is a disturbance factor;
3. Calculate the final total wealth for $P$, $P_{i1}$, $P_{i2}$, denoted by $W$, $W_{i1}$, $W_{i2}$ ($i = 1, 2, \ldots, n$), respectively;
4. Calculate the maximum difference between $W_{i1}$, $W_{i2}$ ($i = 1, 2, \ldots, n$) and $W$, denoted by $D_{max}$:
   
   $D_{max} = \max \{ |W_{ij} - W| |i = 1, 2, \ldots, n; j = 1, 2 \}$
5. Let the initial wealth be $C$;
6. Calculate fitness value
   
   $F = (1 - \frac{D_{max}}{C}) + \frac{W}{C}$

This new fitness function depends on two factors: the absolute business performance and its resilience to parameter disturbance. The expectation is that such a fitness function will guide GA to find parameter settings with stable high business performance. To check the effect of this fitness function, we again carry out Test 3 and Test 4 over the 36 securities/indices as described in Section 3.1. These two tests with new fitness functions are denoted by Test $3^*$ and Test $4^*$, respectively.

Table 4 shows the comparison between Test $i^*$ and Test $i$ ($i = 3, 4$). Although the effect on Test 3 is chaotic, the effect on Test 4 is promising with the business performance of Test $4^*$ equal to or better than that of Test 4 for all five trading strategies. Further calculation shows that in average the business performance of Test $4^*$ is $1.1\%$ better than that
of Test 4 for each pair of trading strategy and security, while the business performance of Test 3∗ is 0.46% worse than that of Test 3.

<table>
<thead>
<tr>
<th></th>
<th>MA</th>
<th>CBO</th>
<th>BB</th>
<th>RSI</th>
<th>KD</th>
</tr>
</thead>
<tbody>
<tr>
<td>P3∗ &gt; P3</td>
<td>17</td>
<td>18</td>
<td>14</td>
<td>19</td>
<td>13</td>
</tr>
<tr>
<td>P4∗ &gt; P4</td>
<td>19</td>
<td>19</td>
<td>24</td>
<td>19</td>
<td>18</td>
</tr>
</tbody>
</table>

The different effects of the new fitness function on Test 3 and Test 4 may result from the different in-sample/out-of-sample lengths. In Test 3, the length of the out-of-sample period is 7 years, which is too long compared with the 2 years’ in-sample length, and no optimal parameter settings can keep working well for such a long period. However, in Test 4, the out-of-sample length is only 1 year for each 2 years’ in-sample period, and the stability of the parameter setting can be kept much better for the out-of-sample period.

4. Conclusions

This paper presents the trading strategy optimization problem in detail and discusses how evolutionary algorithms (genetic algorithms in particular) can be effectively and efficiently applied to this optimization problem. Experimental results show that this approach is promising. Future work will focus on the exploration of solutions with more stable performance during the out-of-sample period.
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Abstract. In this study, we analyze the ability of support vector machines (SVM) for credit risk modeling from two different aspects: credit classification and estimation of probability of default values. Firstly, we compare the credit classification performance of SVM with the widely used technique of logistic regression. Then we propose a cascaded model based on SVM in order to obtain a better credit classification accuracy. Finally, we propose a methodology for SVM to estimate the probability of default values for borrowers. We furthermore discuss the advantages and disadvantages of SVM for credit risk modeling.

Introduction

Banks use credit risk modeling in order to measure the amount of credit risk which they are exposed to. The most commonly used technique for this purpose is logistic regression. In this paper, we compare the credit risk modeling ability of support vector machines (SVM) with logistic regression for two different types of applications. The aim of the first application is to classify the borrowers as “good” or “bad” so that the borrowers which are classified as “bad” are not granted any credit. The number of risk classes can be more than 2 as well e.g. 1 to k, “class 1” having the lowest risk and “class k” having the highest risk. By analyzing the distribution of the borrowers into the risk classes, management can take several decisions such as determining the margins or reducing the credit limits for the risky borrowers.

Another application of credit risk modeling is the estimation of the probability of default (PD) values. This application became more popular especially after the Basel 2 Accord. The Basel Committee on Banking Supervision released a consultative paper called New Basel Capital Accord in 1999 with subsequent revisions in 2001 and 2003 and new international standards for computing the adequacy of banks’ capital were defined (see [1,2,3]). The new Basel Accord introduces the three major components of a bank’s risk as: market risk, operational risk and credit risk. Among these components, banks are exposed to substantial amount of credit risk. One of the parameters which is required to calculate credit risk capital is the probability of default (PD) and therefore

1Corresponding Author: Manager Analytics, Risk Analytics Unit, Mashreqbank, 1250, Dubai, UAE; E-mail: me.kaya@gmail.com
most of the banks started to build PD models to estimate the probability of defaulting of their borrowers.

In the literature, several statistical and machine learning techniques were developed for credit risk modeling. One of the first statistical methods was linear discriminant analysis (LDA) (see [4,5]). The appropriateness of LDA for credit risk modeling has been questioned because of the categorical nature of the credit data and the fact that the covariance matrices of the good and bad credit classes are not likely to be equal. Credit data are usually not normally distributed, although Reichert reports this may not be a critical limitation [6]. Logistic regression (see [7]) model was studied to improve credit risk modeling performance. Also, the non-parametric k-NN (see [8]) model was tested on the problem of modeling credit risk. Other researchers have investigated classification trees [9] and various neural networks [10,11]. Classification trees have been shown to demonstrate the effect of individual features on the credit decision.

This paper includes the following sections: in the second section, we compare SVM with logistic regression for credit classification on German credit data set. In the third section, we propose a cascaded model based on SVM to obtain a more accurate model than the stand-alone SVM and logistic regression models. In the fourth section, we propose a methodology in order to estimate the PD values by using SVM model. Finally we discuss the advantages and disadvantages of SVM for credit risk modeling.

1. Comparison of SVM and Logistic Regression

In this section, we compare the performances of SVM and logistic regression for credit classification. The SVM algorithm has found various applications in the literature (see [12,13,14,15]) and is a global, constraint, optimized learning algorithm based on Lagrange multipliers method. SVM tries to separate two classes (for binary classification) by mapping the input vectors to a higher dimensional space and then constructing a maximal separating hyperplane which achieves maximum separation (margin) between the two classes. Solution of this problem in the high dimensional feature space is costly, therefore SVM uses a “kernel trick” instead of applying the \( \phi \) function to project the data. Finally SVM tries to solve the following quadratic optimization problem in order to find the parameters \( w \) and \( b \) which define the maximal separating hyperplane (see [13]):

\[
\begin{align*}
\text{Minimize} & \quad \frac{1}{2} ||w||^2 + C \sum_i \xi_i \\
\text{subject to} & \quad y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i \\
\text{and} \quad & \quad \xi_i \geq 0.
\end{align*}
\]

Logistic regression [7] is a statistical technique where the dependent variable is a Bernoulli variable. It models the logarithm of the odds as a linear function of the independent variables, \( X_i \). The model takes the following form:

\[
\text{logit}(p_i) = \ln(p_i/(1-p_i)) = \alpha + \beta_1 x_{1,i} + \ldots + \beta_k x_{k,i}
\]

\( i = 1, \ldots, n \)
Logistic regression uses the maximum likelihood method to estimate the coefficients of the independent variables. Once the coefficients are estimated, the probability \( p_i \) (probability of default in our case) can be directly calculated:

\[
p_i = \Pr(Y_i = 1 | X) = \frac{e^{\alpha + \beta_1 x_{1,i} + \ldots + \beta_k x_{k,i}}}{1 + e^{\alpha + \beta_1 x_{1,i} + \ldots + \beta_k x_{k,i}}}
\]

In order to build a classification model with logistic regression, the following rule can be used:

\[
c = \begin{cases} 
1, & \text{if } p_i \leq 0.5 \\
-1, & \text{if } p_i > 0.5
\end{cases}
\]

1.1. Experiments and Results

For the experiments, we used the German credit data set which was available in the UCI Repository\(^2\). The data set consists of 20 attributes (7 numerical and 13 categorical) and there are totally 1000 instances (300 bad and 700 good cases). It was produced by Strathclyde University and is also associated with several academic work\(^3\). Our aim in this paper was not to come up with the best model which out-performs all previously used models. We rather aimed to compare logistic regression and SVM in terms of their classification performance and tried propose a methodology for SVM to build PD models. The reason of using German credit data set was since it is one of the few freely available credit data sets.

The RBF kernel was used for the SVM model (see equation 7) which has the parameter \( \gamma \). The optimum values of kernel parameter \( \gamma \) and penalty parameter \( C \) were found by using Grid search. Grid search tries different \((C, \gamma)\) values within a specified range in order to find the optimum values. For this search, we used a Python script called "grid.py" which is available in the LIBSVM web site\(^4\). Finally the value of \( C = 32.768 \) and \( \gamma \) value of \( \gamma = 0.000120703125 \) were used to train the model.

\[
K(x_i, x_j) = \exp(-\gamma ||x_i - x_j||^2), \quad \gamma > 0.
\]

The models were compared based on their accuracy on the German credit data set by using 10-fold cross validation. We divided the data set into ten partitions. Then, we iteratively took one of the ten partitions as the test set and the combination of the other nine were used to form a training set. The accuracy of a hold-out partition was defined as the number of correct classifications over the total number of instances in the partition. Accuracy of the 10-fold cross validation procedure was calculated by dividing the sum of the accuracies of all hold-out partitions by ten.

As seen in table 1, SVM has a slightly better accuracy than logistic regression. It should be noted that, we used only one data set and this is not enough to draw a general conclusion that SVM is a better credit classification technique than logistic regression. However, we can conclude that SVM gave a slightly better result than logistic regression for credit classification on German credit data set. From a model user’s point of view,
logistic regression always has the advantage of transparency over the black-box SVM and is still preferable in case of slight improvements. In our experiments, SVM did not give significantly higher accuracy than logistic regression, therefore logistic regression is still a better option. By using logistic regression, the model user can know which variables are used and how much important in the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>75.8%</td>
</tr>
<tr>
<td>LR</td>
<td>75.6%</td>
</tr>
</tbody>
</table>

2. A Two Layer Cascade Model based on SVM

2.1. Idea and Analysis

In this section, we aim to obtain a more accurate classification model by using SVM. The idea started with the following question: "How accurate is the classification of the instances which are close to the separating hyperplane?". In order to answer this question, we divided the feature space into two regions called "critical region" and "non-critical region", see figure 1.

We defined the critical region by using two hyperplanes which are parallel and close to the separating hyperplane $w:x + b = 0$.
We then performed some experiments in order to answer the question above. We divided the German credit data into training and validation partitions which contained 490 good borrowers, 210 bad borrowers and 210 good borrowers, 90 bad borrowers, respectively. We then built the SVM model on the training partition and determined $\epsilon$ as $\epsilon = 0.4$ by trial and error. Table 2 shows the accuracies of SVM model for "critical" and "non-critical" regions on the validation partition. As shown in the table, nearly half of the incorrectly predicted data instances (35 of 72) lie in the critical region which is defined as the area between boundary hyper-planes. Accuracy in the critical region (43.5%) is also very low, however accuracy in the non-critical region is good with a value of 84.5%. That is, most of the predictions in the critical region are erroneous (56.5 %), so it can be concluded that, it is risky to trust on these predictions. By rejecting to classify 20.7 % percent of data instances (62 of 300 instances which lie in critical region), 84.5 % of accuracy can be obtained on the classified instances in the non-critical region.

<table>
<thead>
<tr>
<th>Region</th>
<th>#(False)</th>
<th>#(True)</th>
<th>Total</th>
<th>Accuracy</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical Region</td>
<td>35</td>
<td>27</td>
<td>62</td>
<td>43.5 %</td>
<td>56.5 %</td>
</tr>
<tr>
<td>Non-critical Region</td>
<td>37</td>
<td>201</td>
<td>238</td>
<td>84.5 %</td>
<td>15.5 %</td>
</tr>
<tr>
<td>Overall</td>
<td>72</td>
<td>228</td>
<td>300</td>
<td>76.0 %</td>
<td>24.0 %</td>
</tr>
</tbody>
</table>

2.2. The Cascade SVM-LR Model and Experiments

According to the analysis in the last section, SVM has a good performance for the classification of the instances which are not in the critical region. Coming from this idea, we propose a cascaded model which has a first layer model as SVM which will not classify the instances in the critical region. Rejected instances will be forwarded to the second layer model logistic regression. So the proposed cascaded model consists of two stages: a SVM stage and a logistic regression (LR) stage as in figure 2.

The classification rule of the first layer SVM model is modified as below:

$$c = \begin{cases} 
1, & \text{if } w.\phi(x) + b \geq \epsilon \\
-1, & \text{if } w.\phi(x) + b \leq -\epsilon \\
\text{Reject and forward to second layer}, & \text{else}
\end{cases}$$

There are several reasons to use logistic regression as a second layer. Firstly, it is very commonly used for credit risk modeling and gives good results. Secondly, if the stages of a cascaded model come from different theories and algorithms, it is probable that they will complement each other as stated in [15] which makes sense for SVM and logistic regression.

For the experiments, we divided the German credit data into training and validation partitions which contained 490 good borrowers, 210 bad borrowers and 210 good borrowers, 90 bad borrowers, respectively. We then built the SVM and logistic regression models on the training partition. We used $\epsilon = 0.4$ and according to the results, the cas-
caded SVM-LR model has a better accuracy than the standalone SVM and LR models. It should be noted that, the accuracy difference between cascaded model and logistic regression is not very big but also is not insignificant as well. Therefore, the cascaded SVM-LR model can be good option for a model user since it brings a better prediction ability.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-LR</td>
<td>% 80.3</td>
</tr>
<tr>
<td>SVM</td>
<td>% 76.0</td>
</tr>
<tr>
<td>LR</td>
<td>% 78.7</td>
</tr>
</tbody>
</table>

### 3. Probability of Default Modeling with SVM

In this section, we propose a methodology to estimate probability of default values by using SVM model. Here, instead of classifying the borrowers as "good" and "bad", the aim is to assign probability values ranging from 0 to 1 according to the following logic: If a borrower is "good", he/she should be assigned a low probability of default and if a borrower is "bad", he/she should be assigned a high probability of default.

Logistic regression is the most common technique for building PD models due to several reasons. Firstly, it is a transparent model (as we mentioned in the previous sections). Secondly and maybe most importantly, PD is directly available from the logit
score. Logistic regression models the log-odds (in our case, the logarithm of the ratio of bad borrowers to good borrowers) as a linear function of the explanatory variables as in the following formula:

$$\text{logit}(p_i) = \ln \left( \frac{p_i}{1 - p_i} \right) = \alpha + \beta_1 x_{1,i} + \ldots + \beta_k x_{k,i}$$

(10)

Here $p_i$ represents the probability of the borrower to default and it is straightforward to calculate $p_i = P(Y_i = 1)$ from the logit (output of logistic regression function):

$$p_i = P(Y_i = 1) = \frac{e^{\text{logit}(p_i)}}{1 + e^{\text{logit}(p_i)}}$$

(11)

PD is not directly available from the output of SVM like logistic regression. SVM algorithm basically finds a separating hyper-plane in the high dimensional credit space to separate the two classes for binary classification:

$$w\phi(x) + b = 0$$

(12)

Each credit data instance is then classified according to the following rule (class 1 corresponds to a "good" borrower and class -1 corresponds to a "bad" one):

$$c = \begin{cases} 
1, & \text{if } w\phi(x) + b \geq 0 \\
-1, & \text{if } w\phi(x) + b \leq 0
\end{cases}$$

In order to estimate the PD values, we propose to use the output $w\phi(x) + b$. Instead of applying a classification rule on the output, we need to find a function which will transform each output value into a PD value. Our methodology makes the following assumption: "As output value increases, PD decreases exponentially" and includes the following steps:

1. Sort the instances of the training data according to the output values in ascending order.
2. Assign the N instances to k buckets in such a way that each bucket contains N/k instances. Due to the assumption above, as k increases the ratio of the bad borrowers in the bucket $R_{Bad_k}$ should decrease. Therefore bucket 1 should have a very low $R_{Bad_k}$ value and bucket k should have a very high $R_{Bad_k}$ value.
3. Calculate the average default rate (DR) of each bucket $B_i$:

$$DR_{B_i} = \left( \sum_{x_j \in B_i} y_j \right) / N_i$$

where $N_i$ is the number of instances in the bucket and $y_j$ is the real label of the data instance $x_j$ (0 if the borrower is "good" and 1 if the borrower is "bad").
4. Calculate the average output (O) of each bucket $B_i$:

$$O_{B_i} = \left( \sum_{x_j \in B_i} w\phi(x_j) + b \right) / N_i$$

where $N_i$ is the number of instances in the bucket and $x_j$ is the input vector.
5. Run a linear regression between $O$ and $ln(DR)$ (logarithm is applied due to the assumption of PDs decreasing exponentially with increasing output values) by using the values $(O_{Bi}, ln(DR_{Bi}))$ related to $k$ buckets.

Linear regression determines the parameters $a$ and $b$ for the function $ln(PD) = a \cdot o + b$ where $o$ is the output value of a data instance. By this way, each output value can be converted into a PD by using the following function:

$$PD = e^{a \cdot o + b}$$

(15)

4. Conclusion

In this study, we analyzed the ability of support vector machines for credit risk modeling from two different aspects: credit classification and estimation of probability of default values.

Firstly, we compared the credit classification performance of SVM with the commonly used technique logistic regression. SVM gave slightly better results than logistic regression on the German credit data set. It should be noted that, we used only one data set and this is not enough to draw a general conclusion that SVM is a better credit classification technique than logistic regression. It is also important to remember that logistic regression always has the advantage of transparency for a model user and still preferable even in case of small improvements.

Then, we proposed a cascaded model based on SVM in order to obtain a better credit classification accuracy. We observed a weak classification accuracy of SVM near the separating hyperplane (critical region) and strong classification ability in the non-critical region. Originating from this idea, we proposed a cascaded model based on SVM and achieved to obtain a better classification accuracy than the standalone SVM and logistic regression models.

In the final section, we proposed a methodology for SVM to estimate the probability of default (PD) values for borrowers. In the SVM model, PD is not directly obtainable like logistic regression. By using our methodology, the output of the SVM model can be transformed into a PD value.
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Introduction

Data mining technology is a new and developing cross-disciplinary subject. With the development of computer technology, the application of data mining technology to analyze large amounts of realistic data has become a most advanced orientation in the field of data mining in the world. Data mining technology is often used together with many theories and technologies such as data bases, artificial intelligence, machine learning, statistics etc, and it is also applied in the industries of finance, insurance, telecommunications, and retail, which have accumulated a great quantity of data [1].

With the popularization and development of the credit card business in China, the data which has been accumulated over a long period has formed an information database. The analysis of these data is not made simply because of the need for research, but mostly to offer real, valuable information to the decision-making of the policy-making body of banks.

The amount of a credit card means the upper limit of the money that can be used, which depends on the credibility of the customer. The amount of credit is evaluated according to the materials of application and documents provided by the proponent. A bank would calculate several factors such as data, job, savings and the condition of housing. When estimating the credit of a proponent, each item should be examined according to some criteria. Once the bank finishes assessing these risks and factors, the credit can be confirmed [2].

This article tries to find useful information in the enormous data by means of data mining to help banks understand the rules for evaluating clients’ credit by analyzing the historical information of several primary commercial banks. It also tries to provide
support for decision-making so that banks can evaluate customers’ credit applications correctly.

1. Classification Rules and Decision Tree Methods

The concept of supervised classification in data mining [3] is to learn a classification function or construct a classification model based on the known data, which is also called a classifier. This function or model maps the data in the data base to the target attribute, and can, therefore, be used to forecast the class of new data. The decision tree algorithm is one of the classification algorithms in data mining and it is based on principles from information theory. A decision tree algorithm builds models that can be deployed automatically, be easily interpreted by the user, and deal with unknown and noisy data. We can use this algorithm to learn only if the training instance can be expressed by the mode of “attribute-value”.

A decision tree consists of inside nodes, branches and leaf nodes, which represent the structure of decision trees. The top node of the tree is called the root node; inside nodes represent tests that are carried out on the values of attributes, branches represent different results on the tests; and leaf nodes represent the classification of the examples that fall in the node.

2. C4.5 Algorithm in Decision Tree Methods

2.1. Application of Entropy

Entropy is the measurement of uncertainty or confusion of a system, and the information quantity of the system is the measurement of its degree of systematization [4]. When the instance is clearly known, the entropy is zero; when the possible state or outcome is variable, the entropy will increase.

The formula of entropy is:

\[ S = -\sum_{i} (p_i \cdot \log(p_i)) \]  

(1)

The information gain in this paper means the decrement of entropy, according to which we can confirm what kind of attribute should be tested on a certain level.

2.2. Principle of C4.5 Algorithm

C4.5 algorithm is an influential and widely used algorithm in machine learning that contains some improvements to the earlier ID3 algorithm, including a different pruning method. We enumerate its merits as follows [5]:

- The C4.5 algorithm calculates the gain ratio of each attribute and the attribute that has the highest information gain ratio will be selected for the node. Using the gain ratio to choose the test attribute addresses a deficiency of ID3, which uses the information gain;
The pruning may be carried out during the process of the growing the tree or after it has finished; it can deal with continuous attributes in discrete ways; it can deal with missing data; it can generate rules based on the tree.

We suppose that there are two classes, P and N, and that x and y in set S mean the number of records of the class P and N, respectively. So, the entropy of S is:

$$Info(S) = -\frac{x}{x+y} \log_{x+y} \frac{x}{x+y} - \frac{y}{x+y} \log_{x+y} \frac{y}{x+y}$$  \hspace{1cm} (2)$$

We take variable D as the root node of the decision tree, and partite S to child node \( \{S_1, S_2, ..., S_k\} \), and each \( S_i \) \((i = 1, 2, ..., k)\) includes \( x_i \) which means the number belongs to class P and \( y_i \) belongs to class N. So, the entropy of child node is:

$$Info(D,S) = \sum_{i=1}^{k} \frac{x_i + y_i}{x+y} \ast Info(S_i, S_{\bar{i}})$$  \hspace{1cm} (3)$$

The information gain is:

$$Gain(D) = Info(S) - Info(A,S)$$  \hspace{1cm} (4)$$

Then we can conclude the definition of information gain function:

$$Gain(D,S) = Info(S) - Info(D,S)$$  \hspace{1cm} (5)$$

$$Info(S) = I(P) = I(P_1, P_2, ..., P_k) = I \left( \frac{|C_1|}{|S|}, \frac{|C_2|}{|S|}, ..., \frac{|C_k|}{|S|} \right)$$

$$= -(p_1 \ast \log p_1 + p_2 \ast \log p_2 + ... + p_k \ast \log p_k)$$  \hspace{1cm} (6)$$

$$Info(D,S) = \sum_{i=1}^{k} \left( |S_i|/|S| \right) \ast Info(S_i)$$  \hspace{1cm} (7)$$

We can see from the algorithm principle that the decision tree formed by the C4.5 algorithm is not only a model that estimates the state of the data, but what is most valuable is the meaning that the structure of the decision tree represents: the extent to which each factor of the decision tree influences the target attribute. Generally speaking, if a certain attribute is totally correlated to the target attribute, then the diversification of target attribute can be speculated by it.
According to the principles of the C4.5 algorithm, we know that the split on each node of the decision tree is carried out on the attribute which has the largest information gain ratio, that is to say, the attribute of each node represents the factor that influences the target attribute the most. The closer a certain attribute is to the root node, the more it can influence the target attribute.

3. Association Rules

3.1. Application of Association Rules

The purpose of association analysis is to figure out hidden associations and some useful rules contained in the database, and can use these rules to speculate and judge unknown data from the already known information [6].

We suppose \( I = \{i_1, i_2, \ldots, i_m\} \) is a collection, and its elements are called items, \( D \) is a collection of transactions \( T \), and \( T \) can be seen as the collection of items, and \( T \subseteq I \). There is certain sign of each transaction, \( TID \) is its ID number, \( X \) is a collection, and if \( T \subseteq I \), then we say \( T \) includes \( X \).

An association rule is a formula as \( X \Rightarrow Y \), \( X \supseteq I \), and \( Y \supseteq I \), and \( X \setminus Y = \emptyset \). The support of a rule \( X \Rightarrow Y \) is the proportion of transactions that include \( X \) and \( Y \), i.e.

\[
support(X \Rightarrow Y) = P(X \cup Y)
\]  

(8)

The confidence of a rule \( X \Rightarrow Y \) is the proportion of transactions that contain \( X \) which also contain \( Y \), i.e.

\[
confidence(X \Rightarrow Y) = P(X / Y)
\]  

(9)

Given a certain set of transactions \( D \), the goal of association analysis is to figure out the rules whose support and confidence are bigger then certain minimum values (minsupport and minconfidence).

3.2. Apriori Algorithm

Apriori is a widely used algorithm in the mining of association rules. An important characteristic that Apriori takes advantage of is the following: if the support of a rule \( I \) is less than the minimum support, i.e., \( P(I) < s \), then adding a new item \( A \) to \( I \), then the support of the new rule with \( (I \cup A) \) is also less than the minimum support, i.e., \( P(I \cup A) < s \) [7].

This characteristic is used by Apriori during the search process, avoiding the exploration of rules which are guaranteed not to have minimum support and, thus, improving its efficiency.
The algorithm starts with a set with a single item $I$, search for another item $L_1$ and add $L_1$ to produce $C_1$, which is also a set. Then filter all the items of $C_2$ to produce $L_2$, and go on till $L_k$ becomes an empty set.

4. Relationship Between the Two Algorithms

According to the representation of these two kinds of algorithms, we can find that they are similar to some extent. Their models can be represented by: $x \rightarrow y$. The result of the classification rules is a fixed attribute, which is single. The result of the association rules is the combination of one or many items, such as: $x \rightarrow y \land z$, and it is uncertain. So, if we assign a fixed attribute as the target attribute, the association rules can become classification rules [8]. That is to say, if the result of association rules is a fixed item, like $y$, then we only need to find the rules associated with $y$, then the process turns to be the induction of classification rules. We can also say that classification rules are special instances of association rules.

5. Application Analysis

5.1. Data Preparation

We take some historical client information as the data source. After the collection, cleaning, integration and some other preprocessing work, we get a data set as the one in Table 1.

Table 1. Interface of data source, after the preprocessing work on the noisy, disorderly data sets that we collected. The table shows the orderly and integrated data sets.

<table>
<thead>
<tr>
<th>Sex</th>
<th>Age</th>
<th>Marital status</th>
<th>Education</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>&gt;50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Female</td>
<td>&lt;30</td>
<td>Married</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>30-50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>30-50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>&gt;50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>30-50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>&gt;50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>30-50</td>
<td>Single</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Male</td>
<td>&gt;50</td>
<td>Married</td>
<td>High</td>
<td>...</td>
</tr>
<tr>
<td>Female</td>
<td>&lt;30</td>
<td>Married</td>
<td>Low</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Here we visualize all the attributes of data sets after the preprocessing work.

5.2. Application of WEKA

Here we use WEKA software to do the mining process [9].

5.2.1. C4.5 Algorithm Training

We use the C4.5 algorithm to deal with the data and build the classification decision tree (Figure 2). We use the cross-validation method to estimate the error of the tree. In other words, we split the data randomly into 10 folds, and iteratively make each set to be the test data, and use the remaining as training data. Finally we compare the results, and select the results that have the highest accuracy as the resulting decision tree (Figure 3).

User interface of C4.5 algorithm.
5.2.2. Apriori Algorithm

We also use WEKA implementation of the Apriori algorithm (Figure 4).

![Decision tree obtained with C4.5.](image1)

**Figure 3.** Decision tree obtained with C4.5.

![User interface of the Apriori algorithm.](image2)

**Figure 4.** User interface of the Apriori algorithm.

5.3. Results

Based on the results obtained with the two algorithms, a number of evaluation rules of credibility degree can be concluded, which are listed as follows:

- People who have relatively more stable professions tend to acquire a higher degree of credibility, such as public officials of the national government, and employees of the enterprises with good benefits. In another instance, if the
monthly income of the applicant is comparatively low, but the nature of his profession is related to government and housing is provided, then he may also receive higher degree of credibility.

- The nature of personal housing can indicate the economical situation of the individual. A higher degree of credibility can be obtained if the individual’s working unit supplies personal housing.

- The professional post is a testimony of the client’s working ability. Comparatively, clients who have professional posts such as engineers with varied rankings, economists, chartered accountants, outstanding teachers tend to be favoured by the banks. Consequently, their degree of credibility would be promoted.

- There is not much difference between a junior college degree of qualification and a bachelor’s degree when it comes to evaluating the degree of credibility. However, this rule would not apply when a higher degree of qualification is involved.

- People who have a detailed economic income certification and a stable income, as well as a long-term prospect for increased income would receive relatively high degree of credibility.

- If the client has accounts or credit cards in the bank, and there is regular cash flow, then those who used to support the develop of the client would generally receive higher credibility degree.

6. Conclusion

Through the application of data mining methods, this paper has collected and analyzed the historical information of clients of several major commercial banks, and has found a number of evaluation regulations which are shared by those banks when they evaluate the clients’ degree of credibility. Moreover, the evaluation regulations obtained can give effective policy-making support to banks in evaluating their future clients’ degree of credibility.

At present, there is a great deal of research which has combined the decision trees method with other methods such as association rules, Bayesian, Neural Network and Support Vector Machine [10]. However, further research is called for on how to apply those methods in the financial fields outside the banks.
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Abstract. Traditionally retail banks have supported the credit decision-making on scorecards developed for predicting default in a six-month period or more. However, the underlying pay/no pay cycles justify a decision in a 30-day period. In this work several classification models are built on this assumption. We start by assessing binary scorecards, assigning credit applicants to good or bad risk classes according to their record of defaulting. The detection of a critical region between good and bad risk classes, together with the opportunity of manually classifying some of the credit applicants, led us to develop a tripartite scorecard, with a third output class, the review class, in-between the good and bad classes. With this model 87% decisions are automated, which compares favourably with the 79% automation rate of the actual scorecards.
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Introduction

The ubiquity of digital communications has led to the generalization of online payments in individuals’ Demand Deposit Accounts (DDAs). Retail banks have to assure a prompt answer for those payment requests, which can be in the order of millions a day. When the DDA has insufficient balance the bank has to decide whether or not to pay that debit transaction (a pay/no pay decision-making) in a process named Non Sufficient Funds (NSF). This pay/no pay decision must be performed at the latest by the end of the day, to fit the Financial Net Settlement System service level’s requirements. Optimizing this decision-making entails the decision to be uniform, objective and fast, with the minimum of mistakes and losses.

Currently at a retail bank, most of the decisions (79%) are automatically managed, while critical decisions are left for manual assessment. However, the automatic behavioural scoring models in use were developed to predict default in a six-month period; furthermore, to keep the implementation straightforward, they do not entirely emulate human reasoning. Therefore, some distinctive features of the problem are not materialized in them. Both customers’ earnings and NSF process cycles take one month to be completed. Hence, if a “pay” decision is made, it is expected that the DDA cures within
30 days (the DDA is cured when it does not exceed its balance and overdraft limits). This led us to consider the development of a specific model to classify short-term credit risk for mass-market customers of the retail bank.

1. A Credit Model for the Pay/no pay Decision

The research summarized here was conducted by using a large real-life dataset (comprising 187733 records) from the credit data of the leading Portuguese retail bank. We choose the SAS Enterprise Miner package to perform all computations. Each customer’s DDA in the sample was labelled as good if it cured within 30 days and as bad, otherwise. Rejected transactions were also included in the sample. They were assigned to good or bad classes according to their balance in the following month. The adopted class definition is based on Portuguese economic practices, as well as specific market segments, and therefore to the pattern of NSF and customers’ earnings cycles.

In pay/no pay decision-making, human evaluation is usually supported in the existing information of the three-month period preceding the decision day. This human procedure was incorporated in the models using a three-month observation window. The sample comprises DDAs with pay/no pay decisions of an entire month, the decision period. For those DDAs, data were collected for the previous three-month period – the observation window. The performance was evaluated for each customer’s DDA according to his behaviour in the 30-day period after having had a pay/no pay decision – the performance window [1]. The driving idea was to look to pay/no pay decisions in the decision period and evaluate whether the DDA cured in the following 30-day period. If so, the DDA was labelled as non-defaulter; if not, as defaulter.

The information gathered for each customer’s DDA comprises 47 characteristics related with the DDA transactional pattern (e.g. the structure and volume of monthly debits and credits and balance cycles) and customers’ behaviour in their relation with credit. The current or past flawed experiences with financial institutions were included in the sample as well, such as missing payments and bankruptcy status.

The original sample dataset was randomly divided into three subsets: 70% for the training set, 20% and 10% to be the validation and test groups, respectively. The proportion of each target class in the actual population, 18% defaulter and 82% non-defaulter, was kept in the sample dataset.

The classifiers were trained both with an equal loss matrix and a loss matrix that integrates the cost of misclassification, empirically estimated using a sample of historical decisions.

1.1. Estimation of the loss matrix

In this application models are required to minimize the total loss associated with the decisions, rather than the number of errors. One of the most efficient approaches to build models that are sensitive to non-uniform costs of errors is to make the decision based on both the estimated probabilities of the unseen instances and a measure of business performance (profit, loss, volume of acquisitions, etc) [2]. We adopted the expected loss value for each possible decision.
For each approval in pay/no pay decision-making, the bank charges an amount $M$ that equals the maximum between a fixed fee and the interests. When the transaction is a cheque, the bank charges an additional fee: $f_+$ if the cheque is paid, $f_-$ otherwise. The estimation of the loss matrix was based on the following principles:

- The error of classifying an actual defaulter as non-defaulter generates a loss that is equal to the value of the transaction; since the mean value of cheques is higher, the costs of misclassifications was differentiated by group of transactions. Therefore, the expected cost of a bad decision in cheques, $l_c$, and the expected cost of a bad decision in other cases, $l_o$, was weighted by the expected proportions of cheques and other transactions in the true population, $p_c$ and $p_o$. The expected loss is therefore $p_c l_c + (1 - p_c) l_o$.

- The error of classifying an actual non-defaulter as defaulter produces a loss corresponding to the fees that the Bank does not charge/collect and the revenue from charging the fee $f_-$, in the case of cheque refusal. Weighting those fees by the corresponding proportion, the loss is given by $p_c (f_+ - f_-) + M$.

Although fees and interests are pre-defined, some scenarios can correspond to exclusions, decreasing the amount to be charged. Hence, rather than using the standard pre-defined fees, which would lead to unrealistic and inflated profits, matrix parameters were estimated empirically using a sample of historical decisions. Mean charged fees and the expected costs were then calculated for each of the two groups, cheques and others. Loss matrix parameters (normalized values) were estimated as 0.28, 0.22, 0.44, and 0.34 for $p_c$, $M$, $f_+$ and $f_-$, respectively. The normalized cost of misclassification is 18 if the transaction is a cheque, and is 10 for other type of transactions.

These principles allow a practical evaluation of the expected loss of a single decision in the pay/no pay decision-making, and can be summarized in a loss matrix that puts more weight on costumers wrongly predicted as non-defaulters with the proportion 1:49.

2. Binary Scorecard

Several standard binary classification models, based on logistic regression, classification trees [3] and neural networks [4,5], were designed from the same input dataset. More than just discriminating between the two classes, the models yielded a scored dataset as a result of their training. Two different strategies were gauged: training the models to estimate only the probabilities of each class of the target variable, without incorporating any business objectives for which the predictor will be used. This strategy corresponds in adopting the equal-loss matrix, with which both types of errors are equally weighted. In a second strategy the training of the models incorporates the estimated business costs,

---

1 Our approach for evaluating the loss of a pay/no pay decision does not incorporate indirect profits such as commercial benefits from keeping relation with good customers active, neither the costs of preserving bad customers. Although quantifying them would lead to valuable results it would also require considering some non-trivial business assumptions. As that would take us beyond the objectives of the current work, they were not considered.

2 Although in practice the loss of misclassifying a defaulter is less than the value of the transaction, we considered the worst scenario in which the credit is totally lost.

3 A scored dataset consists of a set of posterior probabilities for each level of the target variable, corresponding to the probability of defaulting and not defaulting.
focusing not in the minimization of the misclassification rate but in the optimization of the profit or loss. The selection of the cutoff for each case is easily determined. If the probability of defaulting \( p_d \) of a given customer is known, the best cutoff for a general loss matrix \[
\begin{bmatrix}
    l_1 & l_2 \\
    l_3 & l_4
\end{bmatrix}
\] is determined by comparing the expected loss of predicting as defaulter, \( l_1 p_d + l_3 (1 - p_d) \), with the expected loss of predicting as non-defaulter, \( l_2 p_d + l_4 (1 - p_d) \). The resulting cutoff is \( \left( 1 + \frac{l_2 - l_1}{l_3 - l_4} \right)^{-1} \). For the equal-loss matrix case, the threshold is 0.5; for the estimated loss matrix, the threshold is 0.02. The best results are summarized in Table 1. For each model, the minimum loss, the sensitivity

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.724</td>
<td>27.2%</td>
<td>98.6%</td>
<td>59.9%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.697</td>
<td>28.4%</td>
<td>98.8%</td>
<td>58.9%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.697</td>
<td>34.3%</td>
<td>98.2%</td>
<td>54.1%</td>
</tr>
<tr>
<td>Naive 1</td>
<td>0.820</td>
<td>0.0%</td>
<td>100.0%</td>
<td>82.0%</td>
</tr>
<tr>
<td>Naive 2</td>
<td>8.820</td>
<td>100.0%</td>
<td>0.0%</td>
<td>18.0%</td>
</tr>
</tbody>
</table>

(b) Minimization of the error rate.

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.094</td>
<td>98.4%</td>
<td>55.2%</td>
<td>9.4%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.083</td>
<td>97.8%</td>
<td>64.5%</td>
<td>8.3%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.089</td>
<td>98.1%</td>
<td>59.6%</td>
<td>8.9%</td>
</tr>
<tr>
<td>Naive 1</td>
<td>0.820</td>
<td>0.0%</td>
<td>100.0%</td>
<td>82.0%</td>
</tr>
<tr>
<td>Naive 2</td>
<td>0.180</td>
<td>100.0%</td>
<td>0.0%</td>
<td>18.0%</td>
</tr>
</tbody>
</table>

(percentage of actual defaulters predicted as defaulters), the specificity (percentage of actual non-defaulters predicted as non-defaulters), and the error rate are provided. As a reference performance, the results for two baseline classifiers are also presented. The Naive 1 model refuses all examples, while Naive 2 model classifies all as non-defaulters.

Models tuned with the matrix incorporating the business rules have high sensitivity (above 98%), while their specificity is low (below 35%). This strategy led to models with high error rates. When the models were developed to minimize the error rate the results were essentially reversed. The error rate of these models is mostly due to misclassified defaulters in the set.

2.1. Tripartite Scorecard

The results attained with the binary classifiers show that none could discriminate the defaulter from the non-defaulter in a satisfactory way. We also observed a certain overlap between the distribution of the defaulter and of the non-defaulter, when analysed over the predicted probability of defaulting, meaning that the models were not effective in distinguishing them. When varying the cutoff value we are just trading off between the two types of possible errors. Pushing the cutoff near the values obtained for the estimated
matrix, almost all defaulters are correctly predicted, while most of the non-defaulters are incorrectly predicted as defaulters. Relaxing the cutoff to values around the value obtained for the default matrix, the errors are reversed. When deploying a system of this kind in a retail bank, there is the opportunity of defining a third type of decision, the review class: an example predicted as review will be evaluated manually by human experts, possibly making use of some additional information. Therefore, we investigated the possibility of designing models with three output classes [6]: defaulter, review and non-defaulter. Bipartite and tripartite scorecards have been used in the industry before, but only in an ad hoc way, with no effort being made to find the optimal division [7].

Table 2. Confusion matrix for a three-output model.

<table>
<thead>
<tr>
<th></th>
<th>Predicted Defaulter</th>
<th>Review</th>
<th>Predicted Non-Defaulter</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Default</td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
</tr>
<tr>
<td>True Non-Defaulter</td>
<td>p4</td>
<td>p5</td>
<td>p6</td>
</tr>
</tbody>
</table>

Considering the generic confusion matrix for a three-output model (Table 2) the training of the models was driven to find two cutoffs simultaneously that provide lower error rates $p_3$ and $p_4$ (assuming that all manual decisions are correct) and high automation rate. The lack of standard formulations and implementations to solve a problem of this kind, led us to start with a simple approach. Starting on the models previously designed, the two cutoffs were determined as follows:

- A cutoff was initialized as 0.0. Next, it was iteratively raised until a predefined probability $p_3 (= 0.025)$ was obtained.
- A cutoff was initialized as 1.0. Next, it was iteratively lowered until a predefined probability of error $p_4 (= 0.050)$ was obtained.

Finally, the percentage of automatic correct decisions ($p_1 + p_6$), the percentage of defaulter in the approved set ($p_3 / p_6$), the error rate ($p_3 + p_4$) and the automation ($p_1 + p_3 + p_4 + p_6$) were measured. Three models, presented in Table 3, were chosen from all under evaluation.

Table 3. Tripartite Scorecard Results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cutoff Low</th>
<th>Cutoff High</th>
<th>Specificity</th>
<th>Sensitivity</th>
<th>Approved defaulter</th>
<th>Error rate</th>
<th>Automation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>10.5%</td>
<td>30.5%</td>
<td>92.6%</td>
<td>84.8%</td>
<td>3.5%</td>
<td>7.2%</td>
<td>82.1%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>7.0%</td>
<td>23.7%</td>
<td>93.2%</td>
<td>80.2%</td>
<td>4.9%</td>
<td>8.0%</td>
<td>86.6%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>11.0%</td>
<td>27.3%</td>
<td>92.8%</td>
<td>84.2%</td>
<td>3.7%</td>
<td>7.4%</td>
<td>85.0%</td>
</tr>
</tbody>
</table>

The three-class output models have more balanced measures of sensitivity and specificity, with a better prediction of the true classes. About 15% of the decisions, corresponding to the overlapping region, are left for human assessment.

Assuming that the percentage of actual defaulters approved automatically does not consider the effects of the recovery actions that can be performed, we accepted a value up to 5%. The Tree based model was considered the most adequate for the pay/no pay decision-making, providing 87% of automatic decisions. Furthermore, a Decision Tree model is suitable for deployment and explanation of the decisions.
3. Discussion

This study focuses on the development of a scorecard for supporting the evaluation of default risk in the pay/no pay decision-making of a retail bank.

Binary classification models were developed based on well-known classification techniques. Although an extensive study was conducted, the attained discrimination between the two classes (default and non-default) was not satisfactory. When the weights of the two types of errors are heavily asymmetric, the boundary between the two classes is pushed near values where the highest cost error seldom happens. For equal misclassification losses, the boundary is biased to predict accurately the dominant class. Therefore, the research continued with the development of tripartite scorecards, with a third output class, the review class, in-between the good and bad classes. The final model enables 87% of automatic decisions, comparing favourably with the actual scorecards.

More principled approaches for optimally determining the boundaries between the good, review and bad classes are currently being investigated. A complementary model is also being developed for managing the resulting credit in arrears.
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Abstract. On-line advertising is booming. Compared to traditional media, such as Press and TV, Web advertising is cheap and offers interesting returns. Thus, it is attracting more and more consideration by the industry. In particular, it is now a consistent part of the marketing mix, that is, the set of different approaches to advertise a product. Data mining based optimization on Web advertising can take place at many different levels. From a data miner perspective, Internet advertising is a very interesting domain as it offers a very large amount of data produced at fast pace with a rich and precise amount of details. It also offers the valuable possibility of live hypothesis testing. Here we discuss an Apriori based optimization experiment we performed on live data. We show how effective such optimization is.
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Introduction

Today online advertising is booming, year after year it is experiencing a double digit growth. While, in absolute terms, investments on internet advertising still represent a small percentage on the overall advertising industry expenditure – especially compared to Press and TV – its share is expected to reach a considerable 20% in the next few years \cite{1}. Reasons for such terrific growth are manifold. For instance it was found that the immediate recall of an online static banner ad was 40% compared with the 41% for a 30-second television commercial \cite{2}. Considering the enormous cost difference between the two types of ad, the reason for today’s large interest on Web advertising seems quite obvious. Compared to other media, online advertising exhibits the following unique interesting features.

\textit{Precise measurability:} Performance of Internet campaigns can be measured very precisely compared to other media. In its simplest form, it is enough to count the number of clicks received in relation to the number of exposures in each campaign. Data are usually stored on detailed text log files, which can be easily pre-processed to be analyzed with different models.
**Dynamic banner exposure**: The banners shown on a web site can change at any
time in a very dynamic way [12]. The choice may be function of many parameters such
as time of the day, day of the week, daily limits, etc. Perhaps, this represents the most
dramatic change compared to other media, such as Press, where the advertising is
chosen before publishing. Internet editors need only design the placeholders for banner
ads; those spots are later filled dynamically during users’ browsing.

**Contextuality**: This is another very powerful feature of online advertising. Banners
can be tailored in a dynamic way depending on the context surrounding it [1]. For
instance, if one is reading an article on newborns the banner next to it can show powder
milk.

**User tracking**: User activity can be easily tracked over time in different ways. A
typical approach is through usage of cookies stored on customers’ computers. This
allows sophisticated analysis to be carried out using the accumulated data.

**One-to-one targeting**: This is the counterpart of the previous point. In particular an
online campaign can be tailored for each specific user based on his/her interests and
needs. For instance, if we find out through our data analysis that a user is looking to
buy a new car we can target the ads he/she sees while browsing the web site. Of course,
an intelligent model has to take into consideration that once she buys the car, her
interests will rapidly change. Thus, the targeting system should detect as quickly as
possible this loss of interest and change the type of ads she is exposed to.

**Data volume and availability**: Internet logs produced by medium to large web sites
grow at a really fast pace and can produce gigabytes of data in a matter of few days.
For data analysts (statisticians as well as data miners) this is in general good news, as
complex models require large data size to be properly trained. In general, these logs are
immediately available, thus, real-time (or semi real-time) models can be developed.

**Dynamic model testing**: This is a very interesting feature for data miners and
statisticians. On the Internet it is straightforward to set up a model testing environment
in order to optimize the model under development. For instance, in order to compare
two different models (or to test a variation to an existing one), we can split the Internet
users visiting our site in two panels. The different models treat users in each panel
during the same time period. Hence, performance of the two approaches can be
compared accurately. Models can even change many times within the same day. In
some cases reactions of users to different models can be measured in real time. This
can trigger continuous tuning and refinement of the model under development.

In Table 1 we compare the applicability of the above seen features to Internet
compared to other two traditional media: TV and Press.

<table>
<thead>
<tr>
<th>Feature</th>
<th>TV</th>
<th>Press</th>
<th>Internet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic content placement</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Direct measurability</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Data precision</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Contextualization</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>One-to-one targeting</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Dynamic control</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Easy/Dynamic model testing</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Very large dataset size for modeling</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>
Basically, intelligent online advertising helps everyone in the advertising chain, from the advertisers to the users. Today people continuously experience an overload of commercial information. The advertising industry has mostly been following a sort of broadcast approach: let us hit many; out of these many some (typically a very small percentage) will be interested in our product. After all, this approach works and it is justified by the characteristics of the old media. Today, new media such as the Internet, mobile phones, and interactive TV allow a more targeted approach to advertising. The intelligent application of available technologies and analysis to target better online advertising is beneficial for both the advertisers (the big spenders) as they can spend less and for the people as they may see fewer, but more interesting, ads.

In the following we discuss a live experiment we conducted on real data on a real Web site. We will be showing that our approach provides great improvement for both the click-through-rate (CTR) of a specific banner ad as well as the CTR of the entire system.

1. Related Work

While data mining techniques have been used quite extensively on E-Commerce systems there is a lack of scientific data mining work on Internet advertising. Sharif et al. [3] use Apriori as recommendation engine in a E-commerce system. Based on each visitor’s purchase history the system recommends related, potentially interesting, products. It is also used as basis for a CRM system as it allows the company itself to follow-up on customer’s purchases and to recommend other products by e-mail. Ale and Rossi [11] propose a temporal extension to the Apriori rule extraction to take into consideration the product market entering time. That is, a newly introduced product that sells very well may go below support in comparison with longer life products — even though they do not sell as well in more recent times. Moreover, a high-support product may have some other temporal restrictions (i.e., it may go out of the market), thus, it may be necessary to dismiss association rules associated with it. They introduce the concept of temporal support.

Other temporal extensions to Apriori have also been proposed in the past. The seasonality problem was well stated by Ozden et al. [4] (they call it “Cyclic”). Sales may be characterized by seasonality trends. For instance, certain products (e.g., ice tea) sell better at summertime. This concept may get more granular with certain correlations among products increasing on the first days of each month or on certain hours of the day. They propose a method to discover cyclic association rules. The same problem was also considered by others, Verma and Vyas [5] propose an efficient algorithm to discover calendar-based association rules: the rule “egg ➔ coffee” has a strong support in the early morning but much smaller support during the rest of the day. Zimbrao et al. [6] extend the seasonality concept just mentioned to include also the concept of product lifespan during rule generation and application.

---

1 The click-through-rate is the ratio between the number of clicks a banner ad receives over the number of times such banner was seen by any user. It is a basic measure of banner performance.
2. Problem Statement and Our Approach

In our experiments we model the market basket concept [7] for banner ads running on a real web site. That is, for each user on the site, we collect all banners the user has clicked on. Thus, in our approach, a basket is defined by the set of clicked banners made by each individual user, while an item is the banner itself. Basically, we assume that if the same user clicks on two (or more) different banners, these are somehow correlated. As in the Apriori approach, the more users click on the same combination of banners the stronger the correlation among these banners grows [8].

The experiments described here have been fully integrated with a real ad-serving system running on real sites and thus tested on a real setting. An ad-server is a complex software application to manage all advertising needs on a set of web sites. An online advertising campaign is composed by different banner ads that can appear on different sites on different pages. Each campaign can be restricted in various way such as: start/end date, time of the day, day of the week, number of banner impressions\(^2\) per day, overall number of impressions, number of unique users per day, etc. Upon a request for a banner, an ad-server first filters out all banners that do not satisfy at least one of the stated restrictions. Then, among all remaining banners, it picks one based on same selection algorithm and shows it to the user. For the sake of our discussion we can assume that such selection is performed in a random way. This is the point where we used our Apriori based selection algorithm.

For each user visiting any of the sites managed by the ad-server provided, the set of banners each user clicks on is stored into the browser cookie. For each clicked banner we also store info on the time when the click took place. Moreover a log of each user activity is stored into a log file that is passed to the back-end at nighttime. We run Apriori once a day on the set of log files provided by the different servers. The generated rules are then pushed back to the front-end servers. Such front-ends integrate the produced Apriori rules into their run-time serving logic.

2.1. Apriori Rule Extraction

We use Apriori to extract a set of rules of the form \(A_1 \& A_2 \& \ldots \& A_n \Rightarrow B\), that state a certain probability of clicking on banner \(B\) once \(A_1, A_2, \ldots, A_n\) have been already clicked.

We first preprocess all log files produced by each front-end to prepare the data in a format that could be processed by the Apriori algorithm — we used the Apriori implementation described in [9]. The data preprocessor collects all banners (items) clicked by a single user within a specified time-frame and puts them together (basket) on a single line of text. Then we run Apriori on this file.

An example of some Apriori rules we extracted from a relatively small data sample is the following:

\[
\begin{align*}
54807 & \leftarrow 54808 \ (0.1/157, 32.5) \\
76188 & \leftarrow 76299 \ (0.0/40, 22.5) \\
61211 & \leftarrow 75381 \ (0.0/46, 28.3) \\
75702 & \leftarrow 75907 \ (0.0/86, 22.1)
\end{align*}
\]

\(^2\) By banner impression we mean a banner exposure, in other words, every time a user sees a banner on a web site we refer to it as a banner impression.
Consider the first rule: 54807 and 54808 are banner ids; 0.1 states the rules support in percentage over the total training data size; 157 is the actual number of baskets used to generate the rule; 32.5% is the rule confidence.

Once rules are generated they are post-processed into a specific proprietary format and pushed back to the front-end servers.

2.2. Rule Application

As discussed above, rule application takes place at run-time right after the ad-server filters out all non-applicable banners. At this point we are left with a certain numbers of banners, which are all eligible to be shown to the user.

Thus, upon a user’s request for a banner impression, we use the extracted association rules according to the following algorithm:

For each eligible banner B
If there is a rule R: “A1, ....An -> B” then
   If the user has clicked A1, ....An in the past and did not click yet on B then
      Pick B with probability: conf(R)*decay(B)
   Endif
Endif
Endfor

Basically, every banner on any rule right-hand-side is selected with a probability proportional to the rule confidence itself. We also use a decay function as multiplier to model a wear out effect. That is, the more often a banner is shown to the same user (without being clicked) the more we reduce the probability that such banner is selected for showing (to that user). Such decay has been computed empirically by observing historical data; its trend is shown in Figure 1.

In order to model such decay trend for each single user we also store in each user’s cookie the information on the number of times each banner has been seen by that user.

2.3. Performance Measurements

We measured two types of performance: banner-based and overall. In the first case we are more interested in maximizing the improvement of a specific banner due to our approach. In the second case we measure the overall performance of the entire ad-server system. Depending upon specific requests one type of optimization could be of more interest than the other one. We now discuss these two types of measures in more detail.
2.3.1. Banner-based Performance Measure

In this case we are interested in measuring the CTR improvement of a specific banner due to the application of a discovered association rule. Let us assume to have discovered the rule: $A \rightarrow B$. In order to measure the improvement, we split the customer base into two sets: $C_A$ and $C_{\neg A}$. In particular, $C_A$ includes all users who already clicked on banner $A$ in the past and did not click on $B$ yet; while $C_{\neg A}$ comprises all other users. We performed our experiment by showing banner $B$ to all users in $C_A$ according to the algorithm discussed above. At the same time all users in $C_{\neg A}$ were shown banner according to random selection. After a long enough period of time we measure the CTR of banner $B$ in both sets. We define the lift in this case as the ratio between the CTR of banner $B$ measured on $C_A$ over the one measured on $C_{\neg A}$.

A banner specific optimization can be of great interests for specific advertisers who could pay a premium price for optimized performance of the ad-server for their specific ads.

![Decay function](image)

Figure 1. Impression order decay function to simulate wear-out effect. We multiply this value for the estimated CTR of a banner to a certain user. The more the user sees the same banner the more we reduce the estimated CTR.

2.3.2. System Overall Performance Measure

In this case we measure the system overall performance improvement. Hence we do not focus on any particular banner improvement per se but on the overall system improvement. In other words, by shuffling banner impressions among users based on the Apriori rules we measure the increment of the total number of clicks the system generates. This type of measurement is particularly important for the ad-serving service provider as it can provide a more efficient service for all advertisers on its network. Basically, they get a better return on their investment as with the same amount invested they receive more visits on their site.

In order to have an accurate measure of our performance we split randomly the customer base into two panels: test and execution. Users in the test panel are shown banners according to a random selection algorithm without the Apriori based optimization. While users in the execution panel are subject to the Apriori optimization. In this case, our lift is the ratio: $\text{ctr(}\text{execution panel}) / \text{ctr(}\text{test panel})$. 
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By splitting the user base into two groups and comparing the ctr of the two panels running in parallel during the same time period we get unbiased performance estimation. That is, we remove from our estimation any error due to time based banner CTR change. Banner CTR may change over time (from day to day and even from hour to hour); it may also depend upon environmental conditions.

Notice also that in this specific case we only optimize on banner CTR. Even though banner revenue information was available we only use such information for final reporting on performance of our model. Including revenue information, although possible, would complicate the model as certain business constraints need to be taken into consideration. For the purpose of our research such additional complication was deemed not to be relevant. However, our model could easily be modified to consider revenue in the objective function.

3. The Experiments

The basic aim of our experiment is to exploit Apriori rules [9] derived by banner click logs in order to increase the CTR of some banners. In this section we discuss first the data we used and then the results of the experiment itself.

3.1. Data Collection

As already mentioned, data on Internet are not a scarce resource. In our testing environment we collected more than 30 Million log lines every single day. Each line describes one of the two possible actions we are interested in: impression and click. For each of those actions we collect a substantial set of information such as user-id, time, position on the site, banner-id, etc. All data collected in our logs are anonymous, that is, no personal and/or sensitive data of any form are necessary in our system. Notice also that we do not need to know any specific graphical feature of the banners, that is, we just rely on their unique id without considering things like size, shape, colors, category, etc. For our experiment we took a sample of data composed of about 60 Million log lines collected over a month period. This sample includes only click logs as impression data are not relevant for deriving association rules. These logs are produced run-time by the system numerous front-ends. Such logs are divided into a set of files of equal number of lines. They are passed at nighttime to the backend system. On the backend we run a custom application that produce all files ready to be processed by Apriori.

3.2. Results

By running A-Priori [9] on our data set we collect a set of association rules where all items in the rules represent banners clicked by users [10]. We will refer to the click-through rate of banner A as CTR(A). We will use the notation CTR(A | B) to denote the click-through rate of banner A among all users who have previously clicked on banner B.

We now show the results of applying our system to the discovered rule 31 → 189, where 31 and 189 are two different banner ids. In our experiment we considered only highly performing banners in order to have a wider data set and make our analysis more robust. The click-through rate of banner 189 computed during the considered
time period among all users is 3.47%. This value was pretty much constant on every
day of the month long period we considered in our experiment. Table 2 shows the day-
by-day results of our experiment.

Table 2. Day-by-day lift detail by applying a specific association rule

| Day | Impr(31) | Impr(189|31) | Clicks(189|31) | CTR(189|31) | Lift  |
|-----|----------|-------------|---------------|-------------|-------|
| 1   | 610785   | 2           | 0             | 0,0%        | 0.00  |
| 2   | 457023   | 1           | 0             | 0,0%        | 0.00  |
| 3   | 359995   | 1           | 0             | 0,0%        | 0.00  |
| 4   | 81270    | 0           | 0             | 0,0%        | 0.00  |
| 5   | 89166    | 1           | 0             | 0,0%        | 0.00  |
| 6   | 101865   | 0           | 0             | 0,0%        | 0.00  |
| 7   | 519119   | 4           | 0             | 0,0%        | 0.00  |
| 8   | 542609   | 659         | 82            | 12,4%       | 3.58  |
| 9   | 369882   | 1142        | 129           | 11,3%       | 3.25  |
| 10  | 419101   | 90          | 11            | 12,2%       | 3.52  |
| 11  | 313450   | 833         | 102           | 12,2%       | 3.53  |
| 12  | 137743   | 1113        | 128           | 11,5%       | 3.31  |
| 13  | 130238   | 1027        | 88            | 8,6%        | 2.47  |
| 14  | 225958   | 1154        | 107           | 9,3%        | 2.67  |
| 15  | 256673   | 1077        | 112           | 10,4%       | 2.99  |
| 16  | 331203   | 1022        | 84            | 8,2%        | 2.37  |
| 17  | 358906   | 1013        | 92            | 9,1%        | 2.62  |
| 18  | 273730   | 904         | 73            | 8,1%        | 2.33  |
| 19  | 153346   | 850         | 71            | 8,4%        | 2.41  |
| 20  | 171469   | 912         | 97            | 10,6%       | 3.06  |
| 21  | 343501   | 1450        | 120           | 8,3%        | 2.38  |
| 22  | 224614   | 1367        | 125           | 9,1%        | 2.66  |
| 23  | 246541   | 1266        | 112           | 8,8%        | 2.55  |
| 24  | 163615   | 1124        | 95            | 8,5%        | 2.43  |
| 25  | 117680   | 922         | 82            | 8,9%        | 2.56  |
| 26  | 47568    | 718         | 71            | 9,9%        | 2.85  |
| 27  | 51261    | 825         | 65            | 7,9%        | 2.27  |
| 28  | 117272   | 924         | 100           | 10,8%       | 3.12  |
| 29  | 119402   | 817         | 60            | 7,3%        | 2.12  |
| 30  | 106071   | 736         | 67            | 9,1%        | 2.62  |
| 31  | 7280     | 32          | 1             | 3,1%        | 0.90  |

On the 1st column we have the day of the month. The 2nd column reports the number
of impressions of banner 31 on each day. The 3rd and 4th column contain, respectively,
the number of impressions and the number of clicks of banner 189 among users who
have been previously clicked on banner 31. In the 5th column we find the click-through
rate of banner 189 computed only among users who previously clicked on banner 31.
The last column reports the lift computed as the ratio between the CTR on the 5th
column, that is, computed only among users who clicked on both banner 31 and 189
over the CTR of 189 computed among all other users.

On the first seven days of the month we intentionally did not force the application
of the rules, thus, the small values reported on the 3rd column are only by chance. That
is by a random probability that banner 189 is shown to a user who previously clicked
on 31.

For this specific rule, the CTR banner improvement for the entire period was 2.76,
which means that by applying that rule we increase the probability of somebody
clicking on banner 189 by 2.76 times. This is a quite impressive results considering
how simple the model is.
We now analyze the performance of five banners optimized through our approach on another site. In Table 3 we report the lift performance for the entire period (fifteen days) of application of our discovered rules.

<table>
<thead>
<tr>
<th>Banner id</th>
<th>Optimized CTR</th>
<th>Non-optimized CTR</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>52976</td>
<td>0.151%</td>
<td>0.073%</td>
<td>2.06</td>
</tr>
<tr>
<td>75436</td>
<td>1.195%</td>
<td>0.869%</td>
<td>1.38</td>
</tr>
<tr>
<td>64931</td>
<td>8.025%</td>
<td>1.634%</td>
<td>4.91</td>
</tr>
<tr>
<td>53586</td>
<td>2.759%</td>
<td>1.618%</td>
<td>1.71</td>
</tr>
<tr>
<td>75926</td>
<td>4.498%</td>
<td>0.938%</td>
<td>4.80</td>
</tr>
</tbody>
</table>

The 1st column is the banner id. The 2nd and 3rd report the banner CTR computed, respectively, with and without our optimization. The 4th column reports the lift. Notice that there is an improvement in all cases. Moreover, such improvement gets really interesting in some cases going up to 491% (third row) and 480% (last row). In the worst case we get a CTR improvement of 38% (second row), which is still a very respectable performance.

We now analyze the overall improvement we were able to achieve using the proposed system. In Figure 2 we show the overall click improvement by different minimum support thresholds. In all cases we obtained a lift compared to the non-optimized algorithm (column “real” in the figure). It is interesting to notice how decreasing the Apriori minimum support yields a better overall performance. The improvement flattens out after the value of 50 for the minimum support. In this case we improved the overall system performance, measured by overall number of clicks produced, by 45%. This was considered an outstanding result.

![Figure 2](image-url)
Similarly, in Figure 3 we present the overall improvement in the revenue obtained by varying the Apriori minimum support. This chart was obtained by multiplying the revenue per banner by the number of additional clicks generated. This has a very similar trend to the chart of Figure 2 as clicks and revenue are correlated.

4. Conclusions and Further Work

Above we discussed the experimental results of an Apriori based optimization performed on a real setting. We showed how a simple application of association rules to banner ads can significantly improve the overall number of clicks generated by the ads shown on some websites. This has very interesting economic implications as it means that advertisers may get a bigger return on their investment for the same money. Moreover, visitors on the website receive a more tailored advertising, which, in general, yields to a greater satisfaction and loyalty.

We tested our approach on some real websites as we developed a software application that was inserted into a real ad-server running on real clients. The achieved optimization was deemed to be impressive by domain experts that also stated how difficult, if not impossible, could have been to achieve such an improvement with any other possible approach.

We planned various improvements to our first model. In particular:

- Taking more variables into consideration such as time of the day and day of the week.
- Applying a combination of models. Given the richness of data available, we believe there is not one single model better than the others, but a mix of them can yield to the best overall performance.
- Testing our system under different circumstances and on different sites.
- Combining our model with the text surrounding the banner at the time it is shown.
• Extend our model with temporal Apriori as we strongly believe that in online advertising, as largely proven in Ecommerce, there are seasonality trends that are not captured by standard Apriori.

The results so far have been so encouraging that we believe this domain of application will attract lots of attention from both the industry and the research community. In our opinion, the scientific data mining community should be extremely interested by the richness and precision of the data to analyze. While the advertising industry should be sensitive to the great return on its investment it could achieve thank to the data mining contribution.
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Abstract. Blogs, or weblogs, have rapidly gained in popularity over the past decade. Because of the huge volume of existing blog posts, information in the blogosphere is difficult to access and retrieve. Existing studies have focused on analyzing personal blogs, but few have looked at corporate blogs, the numbers of which are dramatically rising. In this paper, we use probabilistic latent semantic analysis to detect keywords from corporate blogs with respect to certain topics. We then demonstrate how this method can represent the blogosphere in terms of topics with measurable keywords, hence tracking popular conversations and topics in the blogosphere. By applying a probabilistic approach, we can improve information retrieval in blog search and keywords detection, and provide an analytical foundation for the future of corporate blog search and mining.
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Introduction

A blog, or weblog, is a type of website where entries are made in a reverse chronological order. Blogs often provide commentary or news on a particular subject, but many function more as personal online diaries. Blogosphere is the collective term encompassing all blogs as a community or social network. Because of the huge volume of existing blog posts and their free format nature, the information in the blogosphere is rather random and chaotic. As a result, effective access and retrieval techniques are needed to improve the quality of the search results. Currently, blog search engines are still in their infancy [1], and many blog-specific search engines index only XML (Extensible Markup Language) feeds, which usually consist of the summary or the first few sentences of the blog entries [2]. Moreover, a study on blog search [1] concluded that blog searches have different interests than normal web searches, suggesting that blog searches tend to track references to known entities and focuses on specific themes or topics. Therefore, to increase the quality and accuracy of the search results, more complex models and information retrieval techniques are required for mining the blogs.

With the amazing growth of blogs on the web, the blogosphere affects much of the media. For example, the rumors of the acquisition of YouTube by Google first surfaced...
on a blog site, Michael Arrington’s TechCrunch\textsuperscript{2}, and was later reported by the New York Times and Wall Street Journal, citing the original blog site as the source of the story [3]. In 2002, Microsoft was caught using a fake advert that claimed people were switching from Macs to Windows PCs. The advert on Microsoft’s website supposedly recounted the story of a former Apple Mac user who had converted to using Windows, but net users revealed that the supposed “switcher” actually worked for a marketing company employed by the Seattle giant [4].

Studies on the blogosphere include measuring the influence of the blogosphere [5], analyzing blog threads for discovering the most important bloggers [6], determining the spatiotemporal theme pattern of blogs [7], learning contextualized topics in blogs [8], detecting growth trends of blogs [9], tracking the propagation of discussion topics in the blogosphere [10], and detecting cyber security threats in blogs [11].

Many studies have focused on analyzing personal blogs, but few have looked at corporate blogs, which are published and used by organizations. Corporate blogs differ from personal blogs in that information is more focused and targeted, and the language is generally more formal. Although existing techniques used to analyze personal blogs may also be used to analyze corporate blogs, the methods may need to be modified to deal with the corporate ontologies which define semantics share the same meaning for a collection of topics. Existing studies on corporate blogs have focused on blogging strategies, case studies, and conformance checking [12,13,14], and not on blog search and mining. In this paper, we define corporate blogs as a combination of business blogs, which are blogs providing commentary or analysis of companies, and external company blogs, which can be an important link to customers and potential clients. Internal company blogs, which are blogs used within an organization to improve collaboration and internal business intelligence, are not included in our analysis.

Although not as common as personal blogs, corporate blogs are not new. More than 8% of the Fortune 500 companies blog [15] externally, and market research shows that 35% of large companies planned to institute corporate blogs in 2006 [16]. According to the research, nearly 70% of all corporate website operators were expected to implement corporate blogs by the end of 2006 [16].

In our work, we first built a blog search engine which differs from existing blog-specific search engines in that it searches the full text of the blog entry and ranks the results based on similarity measures. Moreover, to broaden the usefulness of the blog search engine, an additional function was created to detect the keywords of various topics of the blog entries, hence tracking the trends and topics of conversations in the blogosphere. Probabilistic Latent Semantic Analysis (PLSA) was used to detect the keywords from various corporate blog entries with respect to certain topics. By using PLSA, we can present the blogosphere in terms of topics represented by a probability distribution of keywords.

The paper is organized as follows. Section 1 reviews the related work on blog search and mining. Section 2 describes an overview of the Probabilistic Latent Semantic Analysis model for mining of blog-related topics. Section 3 presents experimental results, and Section 4 concludes the paper.

\textsuperscript{2}http://www.techcrunch.com
1. Review of Related Work

This section reviews related work in developing blog-specific search engines and extraction of useful information from blogs.

1.1. Blog-specific Search Engines

Search engines have been widely used on the Internet for decades, with Google and Yahoo currently the most popular. As blogging becomes a hit in the air, blog-specific search engines are created to suit the demand. Past studies [5,2] have examined the characteristics, effectiveness and distinctiveness of blog-specific search engines.

As of October 2006, Technorati\(^3\) has indexed over 56 millions blogs. It is believed to be tracking the largest number of links in real-time. RSS (Really Simple Syndication) or XML feeds automatically send notification from blogs to Technorati quickly, and the thousands of updates per hour that occur in the blogosphere are tracked by Technorati. Technically, Technorati supports open microformat standards, and indexes and searches posts tagged with \texttt{rel-tag}, using the full boolean search technique on the RSS/XML files. This full boolean search functionality provides \texttt{AND}, \texttt{OR} and \texttt{NOT} functionality, which narrows down the searching results, and has made tagging more valuable. In order to provide the users with more options, search results of synonymous queries are listed. For example, when “car” is the search query, there is an option of refining the results on “auto”, “automotive”, “automobile”, “autos”, “life”, “vehicles”, “work”.

Similarly, many other blog-specific search engines, such as Bloglines\(^4\), Feedster\(^5\), and BlogPulse\(^6\), index and search the RSS/XML feeds of blogs, using boolean search. However, the ranking of the results are not in the order of relevance, but rather in the time of posting, the “popularity” (number of links to the blog), or the update frequency. More importantly, the existing blog search engines do not necessarily use complex models to achieving better results, due to the constraints of the real-time nature of blogs and its extremely rapid speed of update in the blogosphere. Thus, there is room for improvement of the quality of blog search results.

1.2. Extraction of Useful Information from Blogs

Current blog text analysis focuses on extracting useful information from blog entry collections, and determining certain trends in the blogosphere. NLP (Natural Language Processing) algorithms have been used to determine the most important keywords and proper names within a certain time period from thousands of active blogs, which can automatically discover trends across blogs, as well as detect key persons, phrases and paragraphs [9]. A study on the propagation of discussion topics through the social network in the blogosphere were carried out using algorithms developed to detect the long-term and short-term topics and keywords, which were then validated on real blog entry collections [10]. The suitability of methods for ranking term significance on an evolving RSS feed corpus was evaluated using three statistical feature selection methods were implemented: $\chi^2$.

\(^3\)http://www.technorati.com
\(^4\)http://www.bloglines.com
\(^5\)http://www.feedster.com
\(^6\)http://www.blogpulse.com
Mutual Information (MI) and Information Gain (I). The conclusion was that $\chi^2$ method seems to be the best among all, but a full human classification exercise would be required to further evaluate such a method [17]. A probabilistic approach based on PLSA was proposed in [7] to extract common themes from blogs, and also generate the theme life cycle for each given blog and the theme snapshots for each given time period. In addition, PLSA was also used in [11] to detect cyber security threats in weblogs. These studies illustrate that the PLSA-based approach using probabilistic mixture models can be effectively used for viewing spatiotemporal life cycle patterns as well as security threats of blogs.

Our work differs from existing studies in two respects: (1) We focus on corporate blog entries which may contain less extraneous and more useful information than personal blogs, potentially resulting in higher quality search results and (2) we have combined a blog search engine with topic and keyword extraction, and use probabilistic models to extract popular keywords for each topic.

2. Probabilistic Latent Semantic Analysis Model for Blog Mining

Probabilistic Latent Semantic Analysis (PLSA) [18] is based on a generative probabilistic model that stems from a statistical approach to LSA (Latent Semantic Analysis) [19]. PLSA is able to capture the polysemy and synonymy in text for applications in the information retrieval domain. Similar to LSA, PLSA uses a term-document matrix which describes patterns of term (word) distribution across a set of documents (blog entries). By implementing PLSA, topics are generated from the blog entries, where each topic produces a probability distribution of words for that topic, using a maximum likelihood estimation method, the expectation maximization (EM) algorithm.

The starting point for PLSA is the aspect model [18]. The aspect model is a latent variable model for co-occurrence data associating an unobserved class variable $z_k \in \{z_1, \ldots, z_k\}$ with each observation, an observation being the occurrence of a keyword in a particular blog entry. There are three probabilities used in PLSA:

1. $P(b_i)$ denotes the probability that a keyword occurrence will be observed in a particular blog entry $b_i$,
2. $P(w_j|z_k)$ denotes the class-conditional probability of a specific keyword conditioned on the unobserved class variable $z_k$,
3. $P(z_k|d_i)$ denotes a blog-specific probability distribution over the latent variable space.

In the collection, the probability of each blog and the probability of each keyword are known, while the probability of an aspect given a blog and the probability of a keyword given an aspect are unknown. By using the above three probabilities and conditions, three fundamental schemes are implemented:

1. select a blog entry $b_i$ with probability $P(b_i)$,
2. pick a latent class $z_k$ with probability $P(z_k|b_i)$,
3. generate a keyword $w_j$ with probability $P(w_j|z_k)$.

As a result, a joint probability model is obtained in asymmetric formulation, where, for each blog $b$, a latent class is chosen conditionally to the document according to
$P(z|b)$, and a keyword is then generated from that class according to $P(w|z)$. After the aspect model is generated, the model is fitted using the EM algorithm. The EM algorithm involves two steps, namely the expectation (E) step and the maximization (M) step. The E-step computes the posterior probability for the latent variable, by applying Bayes’ formula. The M-step is to update the parameters based on the expected complete data log-likelihood depending on the posterior probability resulted from the E-step.

The EM algorithm is iterated to increase the likelihood function until specific conditions are met and the program is terminated. These conditions can be a convergence condition, or a cut-off stopping, which enables achieving a local maximum solution, rather than a global maximum.

In short, the PLSA model selects the model parameter values that maximize the probability of the observed data, and returns the relevant probability distributions which quantify relationships between blogs and topics. Based on the pre-processed term-document matrix, the blogs are classified onto different topics. For each topic, the keyword occurrence, such as the probable words in the class-conditional distribution $P(w_j|z_k)$, is determined. Empirical results have shown that there are advantages of PLSA in reducing perplexity, and improving performance in terms of precision and recall in information retrieval applications [18]. Furthermore, LSA can be used to better initialize the parameters of a corresponding PLSA model, with the result combining the advantages of both techniques [20].

3. Experiments and Results

We have created a corporate blog data set, built a blog search system using the latent semantic analysis model, and applied the probabilistic model for blog mining on our data set of corporate blogs. The blog search system provides a ranking of corporate blog entries by similarity measures, and allows for full-text searching in different categories. We extract the most relevant categories and show the topics extracted for each category. Experiments show that the probabilistic model can reveal interesting patterns in the underlying topics for our data set of corporate blogs.

3.1. Data Set

For our experiments, we created a corporate blog data corpus that focuses on blogs created by companies or about companies. During the period from April to September 2006, we extracted a set of corporate blogs through the following methods:

1. Search corporate blog entries from various CEOs’ blog sites.
2. Search corporate blog entries from various companies’ blog sites [15].
3. Search particular corporate blog entries using the existing blog search engines, such as Bloglines, Technorati, and Google Advanced Blog Search.

Meaningful blog entries from these blog sites were extracted and stored into our database. There are a total of 86 companies represented in the blog entries and Table 1

---

Note: only a few CEOs’ blogs write about purely business matters.

RSS news subscription feeds were eliminated from the search results.
summarizes the top companies in the corporate blog data corpus, and Table 2 lists the fields in the database.

<table>
<thead>
<tr>
<th>Company</th>
<th>Field</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td>ID</td>
<td>int</td>
</tr>
<tr>
<td>eBay</td>
<td>Title</td>
<td>text</td>
</tr>
<tr>
<td>Samsung</td>
<td>Author</td>
<td>text</td>
</tr>
<tr>
<td>Dell</td>
<td>Publish_Date</td>
<td>date</td>
</tr>
<tr>
<td>Amazon</td>
<td>URL</td>
<td>text</td>
</tr>
<tr>
<td>Sony</td>
<td>Content</td>
<td>text</td>
</tr>
<tr>
<td>Google</td>
<td>Category_ID</td>
<td>int</td>
</tr>
<tr>
<td>Apple</td>
<td>Type_ID</td>
<td>int</td>
</tr>
<tr>
<td>Palm</td>
<td>Company_ID1</td>
<td>int</td>
</tr>
<tr>
<td>Yahoo</td>
<td>Company_ID2</td>
<td>int</td>
</tr>
</tbody>
</table>

We then categorize the 1269 blog entries into four categories based on the contents or the main description of the blog: Company, Finance, Marketing, and Product. The Company category deals with news or other information specific to corporations, organizations, or businesses. The Finance category relates to financing, loans and credit information. The Marketing category deals with marketing, sales, and advertising strategies for companies. Finally, the Product category describes the blog entries on specific company products, such as reviews, descriptions, and other product-related news. Table 3 summarizes the distribution of blog entries in each category.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company</td>
<td>20.9%</td>
</tr>
<tr>
<td>Finance</td>
<td>27.4%</td>
</tr>
<tr>
<td>Marketing</td>
<td>21.2%</td>
</tr>
<tr>
<td>Product</td>
<td>30.5%</td>
</tr>
</tbody>
</table>

Each blog entry is saved as a text file in its corresponding category, for further text preprocessing. For the preprocessing of the blog data, we performed lexical analysis by removing stopwords and stemming using the Porter stemmer [21]. The text files are then used as the input for the Text to Matrix Generator (TMG) [22] to generate the term-document matrix for input to the blog search and mining system.

3.2. Blog Search System

We implemented a blog search system for our corporate blog data. We used the LSA model [19] for constructing the search system, as LSA is able to consider blog entries with similar words which are semantically close, and calculate a similarity measure based on documents that are semantically similar to the query terms. The similarity measure employed is the cosine similarity measure:
\[
\cos \theta_j = \frac{d_j^T q}{\|d_j\|_2 \|q\|_2}
\]  

where \( \theta_j \) is the angle between the query vector and the document vector, \( d_j \) is the \( j \)th document vector, and \( q = (q_1, q_2, \ldots, q_m)^T \) is the query vector.

The value of the cosine ranges from -1 to 1, hence the cosine similarity usually has a threshold value. The threshold should be positive, where the higher the threshold value, the smaller number of documents retrieved, as fewer document vectors are closer to the query vector.

In this system, a user can select the type and the category, and enter a word or a phrase as the query to search for blog entries matching the query. The results are ranked in the order of similarity. The title of each searched blog entry is then displayed in order of similarity. Clicking on the title shows the full text of the blog entry, as well as the original hyperlink. Figure 1 shows the overview of the blog search system, and Figure 2 shows a screenshot of the system. Figure 3 shows the top ten blog entry results for a search on the company Dell.

**Figure 1.** Overview of blog search system
1. Jeff Clarke on Dell’s OptiPlex 745 and More (Similarity = 0.724232)
2. Dell’s Smallest Notebook Dell’s Smallest Notebook (Similarity = 0.705834)
3. Green Recycling Options - (Similarity = 0.696217)
4. Dell @ LinuxWorld (Similarity = 0.679831)
5. Dell OpenManage Strategy (Similarity = 0.607306)
6. Real People are Here and We’re Listening (Similarity = 0.598994)
7. XPS 700 Order Cancelled? - (Similarity = 0.586906)
8. Dell Store Opens its Doors in Dallas (Similarity = 0.575105)
9. Are We Having Fun Yet? Heck Yeah! (Similarity = 0.570931)
10. Un-concreting the Cow Path (Similarity = 0.565244)

3.3. Results for Blog Mining of Topics

We conducted some experiments using PLSA for the blog entries. Figure 4 shows a screenshot of the blog mining of topics, and Tables 4-7 summarize the keywords found for each of the four topics (Company, Finance, Marketing, and Product).

These keyword listings identify the popular topics in the blogosphere. It is worthy to mention the interesting findings from the PLSA keyword listing, when searching for four topics in all categories. The four topics from this search actually matches the four categories in the database, as shown in Table 3. This reflects that the categorization of the blog entry collection is reasonable, and this categorization can be applied in corporate blogs at large. By looking at the various topics listed, we are able to see that the probabilistic approach is able to list important keywords of each topic in a quantitative fashion. The keywords listed can relate back to the original topics. For example, the keywords detected in the Product topic features items such as mobile products, batteries, phones, and umpc (ultra mobile PC). In this way, it is possible to list popular keywords and track the hot topics in the blogosphere.

The power of PLSA in corporate blog applications include the ability to automatically detect terms and keywords related to business and corporate blog trends in product,
marketing, and finance matters. By presenting blogs with measurable keywords, we can improve our understanding of business issues in terms of distribution and trends of current conversations and events. This has implications for companies wishing to monitor...
real-time business trends present in weblogs or other related documents.

4. Conclusions

This paper presents results using probabilistic and latent semantic models for search and analysis of corporate blogs. We have created a corporate blog data corpus for this study, and categorized the data set into four classes. We have also developed a corporate blog search system that is based on latent semantic analysis, which is able to rank the results in terms of blog document similarity to the query. Our experiments on our data set of corporate blogs demonstrate how our probabilistic blog model can present the blogosphere in terms of topics with measurable keywords, hence tracking popular conversations and topics in the blogosphere. Our approach is unique because it specifically targets the corporate blog knowledge repositories, which can benefit businesses and companies.

Possible advantages for end-users include automatically monitoring and identifying trends in corporate blogs. This can have some significance for organizations and companies wishing to monitor real-time trends in business marketing, finance, and product information present in weblog conversations and the blogosphere. We hope that this work will contribute to the growing need and importance for search and mining of corporate blogs.
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Abstract. The RSS technique provides a fast and effective way to publish up-to-date information or renew outdated content for information subscribers. So far, RSS information is mostly managed by content publishers and Internet users have less initiative to choose what they really need. More attention needs to be paid on techniques for user-initiated information discovery from RSS feeds. In this paper, a quantitative semantic matchmaking method for RSS based applications is proposed. The semantic information of an RSS feed can be described by numerical vectors and semantic matching can then be conducted in a quantitative form. The ontology is applied to provide a common-agreed matching basis for the quantitative comparison. In order to avoid semantic ambiguity of literal statements from distributed RSS publishers, fuzzy inference is used to transform an individual-dependent vector into an individual-independent vector and semantic similarities can then be revealed as the result.
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Introduction

Semantic web technologies include a family of tools and languages for expressing information in a machine interpretable form \cite{1} that enable machines to process web-contents and helps humans to perceive changes in the web automatically. RSS (RDF Site Summary/Really Simple Syndication) \cite{2,3,4} could be regarded as an application of semantic web techniques and provides Internet users with an automatic mode of information acquisition. Users are able to explicitly specify which RSS feeds to monitor by subscribing them and no longer need to regularly check websites and find new updates manually.

In general, RSS is a metadata language for describing content changes. Nowadays RSS is adopted by almost all mainstream websites. But research shows that awareness of RSS is quite low among Internet users: 12\% of users are aware of RSS, and 4\% have knowingly used RSS \cite{5}. So how to extend RSS based applications and make them more convenient and accessible to ordinary Internet users is an interesting research point.

It is worth noting that RSS feeds include many content entries but not all information in an RSS feed is relevant to a subscriber’s needs. In this paper a new quantitative method for RSS based applications is proposed to help users select the

\footnotesize{\textsuperscript{1} Corresponding author.}
information that they are looking for. The main idea of the quantitative method is that the information in RSS feeds is transformed into numerical vectors based on an ontology. As a result, semantic matching of information can be conducted by correlation computation. Integrating this method into RSS readers could increase the precision of information acquisition.

1. Related Research

Nowadays the research on RSS rests mostly on how to aggregate/syndicate content effectively [6] and on how to extend its function modules [7,8,9]. Although RSS based applications have been growing significantly, most studies adopt classical textual document methods [10,11,12,13] to handle RSS documents [14,15].

It is obvious that such classical textual analysis methods could be applied to RSS document processing since RSS documents are formatted as textual documents. But the semantic information in the RSS document is often neglected.

The idea to use an ontology as a semantic bridge [16] between news items and dispersed users is adopted in this paper. The method proposed here is not limited to personalization of news contents but also applicable to any content based system such as news publishing, business content distribution services, enterprise internal information publishing, etc. It is a general quantitative method to measure the semantic similarity between RSS feeds and user interests. The method proposed in this paper is for general formats of RSS feeds, and hence RSS 1.0, RSS 2.0 and any other RSS-like format (e.g. Atom) can be used.

2. Methodology

RSS based applications need to extract useful information from RSS feeds. An RSS feed is composed of a channel and a series of items. The RSS <item> is where the updates are stored, which defines a summary of an article or a story. It provides an information prototype for RSS based applications. In order to simplify the description, only the headline of information, i.e. the title of an item, is considered in this paper. It summarizes the published information and is the foremost factor influencing information selection. However, the method is not limited to headlines and the content in the description tag of an RSS item can also be included for richer information discovery.

2.1. Ontology Support And Semantic Distance

We suppose that the RSS publishers and subscribers share the same knowledge background which is represented by a domain ontology. Here the ontology is defined by domain experts manually to denote the common knowledge.

The ontology could be defined as $\Omega_c \ := \langle E, R \rangle$. $E = \{ e_i | 1 \leq i \leq N \}$ represents the set of entities, $e_i$ ($i = 1, \ldots, N$) represents an entity (concept, terminology, property, attribute) used in a community. $R$ represents the set of relations between entities, $R = \{ r_{ij} | e_i \times e_j \rightarrow r_{ij}, 1 \leq i \leq N, 1 \leq j \leq N \}$. A concept could be represented by a class or an instance in the ontology described in web ontology language-OWL.
“Class” is more abstract and general than “instance” and the relations between classes are inherited by their instances. Hence “class” is used to represent a domain concept. Concepts defined in the ontology are semantically relevant. There are three kinds of relations between two classes: “IS-A”, “PART-OF” and others. Only “IS-A” is of strict format, it is expressed by “rdfs:subClassOf”. The other two kinds of relations can be found in the expression of “owl:ObjectProperty”. Regard a concept as a node and a relation as an edge, and then an ontology could be expressed by a semantic graph.

Figure 1 shows a part of DVR (Digital Video Recorder) R&D ontology. A Digital Video Recorder is a video/audio product that can record and play back video using compression standards, which has been widely used in security surveillance. Developers use the knowledge of MCU (Micro-Controller Unit) to design and develop the hardware of a DVR. The dashed boxes denote other parts of the ontology. The ontology is edited using Protégé editor (http://protege.stanford.edu/plugins/owls/index.html) and is expressed in OWL.

To avoid computational mess and complexity, the concepts in the ontology are parsed into a concept list and the concepts are arranged by following a “Breadth-First” scan of a hierarchical ontology from the root concepts; the higher level concepts will be allocated to more frontal positions in the list. If a concept has multiple parent concepts, i.e. the ontology is not a hierarchical tree, following the “Breadth-First” scan, the first appearance of the parent concept will determine the index of the concept.

Concepts defined in the ontology are semantically relevant. Hence semantic distance is introduced as a measure of semantic difference between any two concepts, which has been applied widely in semantic web matchmaking [17] and data mining [18]. After flattening an ontology graph into a concept list, a semantic distance matrix can be obtained by algorithm 1 to depict the semantic difference between any two concepts in the ontology definition \( \Omega C \). An ontology exhibits a natural hierarchical structure, so the semantic distance in this paper is defined using the shortest path length between two concepts.
Algorithm 1: Calculate Semantic Distance Matrix

**Step 1** Obtain an initial Matrix \( \{ e(i,j) \} \): \( e(i,j) \) denotes the distance value between the \( i \)th element and the \( j \)th element which have a direct link.

The initial relationship matrix (initial Matrix) denotes the semantic distance between two concepts, \( e_i \) and \( e_j \), which have a direct link in the ontology graph. The element in the initial Matrix \( e_{i,j} \) is defined as follows.

\[
e_{i,j} = \begin{cases} 
0 & \text{if } i = j \\
1 & \text{if there exists } \text{rdfs:subClassOf} \text{ between concept } i \text{ and concept } j, \text{ and } i \neq j \\
2 & \text{if there exists } \text{owl:ObjectProperty} \text{ between concept } i \text{ and concept } j, \text{ and } i \neq j \\
X & \text{otherwise}
\end{cases}
\]

and \( e_{i,i} = e_{j,j} \).

In this initial relationship matrix, only the direct links are initiated and \( X \) represents indirect links that will be computed in step 2 according to the initial matrix. The resulting semantic distance matrix satisfies the properties of the general semantic distance mentioned before.

**Step 2** Obtain a semantic distance Matrix, \( DisMatrix = \{ d(i,j) \} \): \( d(i,j) \) denotes the distance value in the \( i \)th element and the \( j \)th element.

A semantic distance matrix takes into account indirect relationships between any two concepts based upon the initial Matrix, and the distance can be computed recursively.

\[\forall \text{ Concept A, B and B is not the descendant of A in the ontology graph.} \]
\[\text{Distance}(A, B) = \text{Min}\{ \text{Distance}(A, \text{Parent}(A)) + \text{Distance}(	ext{Parent}(A), B) \}\]

\( \text{Parent}(A) \) denotes the set of parents of concept node A in an ontology graph and \( \text{Parent}(A) \) denotes the i-th element in the set.

Thus the generated semantic distance matrix can be represented as:

\[
\text{DisMatrix} = \begin{bmatrix}
0 & d(1,2) & \cdots & d(1, N) \\
\vdots & \ddots & \ddots & \vdots \\
d(N,1) & d(N,2) & \cdots & 0
\end{bmatrix}
\]  \hspace{1cm} (1)

\( d(i, j) \) is a semantic distance between concept \( e_i \) and concept \( e_j \). The dimension of the semantic distance matrix is \( N \), which equals to the number of concepts in the ontology.

### 2.2. Parse RSS Feeds Into Ontology Instances

Since Internet users are geographically distributed, RSS feeds, i.e. ontology instances, are written with concepts defined in the ontology. Hence matchmaking of RSS feeds is transformed to comparison of ontology instances but, first, RSS feeds need to be parsed into ontology instances.

Firstly, some preprocessing is needed: parse RSS feeds to obtain the title and the link in each item, and then extract domain-related concepts appearing in the title.

Secondly, arrange the concepts extracted from each title of an item into a hierarchical concept graph, i.e. an ontology instance. That is to set the URI (link) of an
item as a root and then construct a hierarchical concept graph according to the given ontology, as explained next.

All the concepts in the title are descendants of the root. The relative relationships in the ontology should remain. If two concepts in the title have an ancestor-descendant relation in the ontology, the relationship should be kept as a hierarchy. So should those concepts which have sibling relationship.

For example, a processed headline “Software, MPEG, Video, Compression_Standard” can be transformed into a concept graph as.

![Figure 2. The ontology instance graph of a headline](image)

A content that is expected to be relevant for a subscriber of an RSS feed could also be parsed into an ontology instance and described in an OWL document.

In the following algorithm, an instance (concept graph) is transformed into a feature vector that is a numerical expression of an RSS item by taking into account semantics implied by an ontology (e.g. the one defined in Figure 1).

Algorithm 2: A feature vector for an instance can be represented as:

\[ V(i) = [s_1, s_2, \ldots, s_N]^T. \]  

The element \( s_i \) in \( V(i) \) has a one-to-one correspondence to the concept \( e_i \) defined in the ontology concept vector. The \( s_i \in [0, 1] \) indicates the semantic closeness between a concept, \( e_i \), and the root of an ontology instance.

\[ s_i = \begin{cases} e^{-\alpha \text{Dis}(e_i, \text{root})} & \text{if } e_i \text{ appears in the instance} \\ 0 & \text{if } e_i \text{ does not appear in the instance} \end{cases}. \]  

The \( \text{Dis}(e_i, \text{root}) \) is a semantic distance between the entity \( e_i \) and the root presented in the last section. The \( \alpha \) is a steepness measure [19] for fuzzy modelling, which is often selected to be \( -7/\text{MAX(Dis)} \) because \( e^{-x} \approx 0 \) when \( \text{Dis}(e_i, \text{root}) \) reaches its maximum. For example the numerical representation of the instance in Figure 2 based on the ontology of Figure 1 is \([0, 0, 0, e^{-\alpha}, 0, e^{-\alpha}, 0, \ldots, 0, e^{-2\alpha}, 0, \ldots, 0]\).

Now the information from an RSS feed and a user have been represented formally in accordance with the ontology definition. Semantics based matchmaking is a process to compare similarity between concept graphs. In the next section a quantitative method is proposed to measure the semantic similarity between ontology instances.

### 2.3. Semantic Matchmaking

Both titles extracted from an RSS feed and a user favourite could be transformed into two feature vectors, \( V_P \) and \( V_S \) respectively, measuring the similarity between published
information from websites and user favourites is a process of matchmaking. Due to the distributed nature of the Internet, it is impossible to force all participants to use strictly consistent terminologies and sentences in their web documents even though they share common domain knowledge. The above-mentioned feature vectors are therefore individual-specific.

In fact the concepts in an ontology instance used by participants are fuzzy; any concept implies some aspects of others due to the semantic correlations that can be defined by a grade of membership in fuzzy set theory [20]. Suppose the entities \{e_1, e_2, ..., e_N\} in the ontology form a universe of discourse in the community. Any announcement \(i\), such as a title from an RSS feed containing “design driver program using C”, is a linguistic variable. Then the corresponding feature vector \(V(i)=[s_1, s_2, ..., s_N]^T\) in (2) is a fuzzy representation of \(i\) from an individual’s point of view, where \(s_i, i=1...N\), is a grade of membership corresponding to the \(i^{th}\) entity in the universe.

An individual-dependent \(V(i)\) could be transformed into a fuzzy variable \(V_I(i)\) that becomes individual-independent by taking account of semantic relations among concepts \((e_1,...,e_N)\).

Algorithm 3: Obtain an individual-independent feature vector

\[
V_I(i) = V(i) \odot_e r(\Omega) \\
= [s_1, s_2, ..., s_N] \odot_e \begin{bmatrix}
1 & r(1,2) & \cdots & r(1,N) \\
r(2,1) & 1 & \cdots & r(2,N) \\
\vdots & \vdots & \ddots & \vdots \\
r(N,1) & r(N,2) & \cdots & 1
\end{bmatrix} \\
= [x_1, x_2, ..., x_N]
\]  

(4)

\(r(\Omega_e)\) is a fuzzy relation matrix and each element of \(r_{ij}\) reflects correlation or similarity between entity \(e_i\) and entity \(e_j\) based on the ontology \(\Omega_e\). In this case, similar or close entities can be taken into account even though they are not explicitly cited in their RSS files. The fuzzy relation \(r(\Omega_e)\) can be obtained from the ontology definition \(\Omega_e\), e.g., of Fig.1, which tells us the closeness between two concepts in ontology \(\Omega_e\). It can be calculated as an inverse of the distance matrix accordingly. \(r(i,j) = e^{-\alpha d(i,j)}\) and \(\alpha\) is a steepness measure. \(d(i,j)\) can be obtained from the semantic distance matrix by algorithm 1. \(\odot_e\) denotes an inner product for fuzzy inference, such as max-min composition [19].

So

\[
x_i = \text{Max}(\text{min}(s_i, r(1,i)), \text{min}(s_i, r(2,i)), \cdots, \text{min}(s_i, r(N,i)))
\]  

(5)

After the fuzzy inference in (4) the individual-independent feature vector \(V_I(i)\) is a fuzzy variable considering the semantic correlations of entities in the ontology.

Now the information from a RSS feed and a user could be extracted and represented as a set of individual-independent vectors. Selecting the interested information from RSS publishers is converted into a correlation check between feature vectors. Assume \(VIs\) and \(VIp\) denote the favorite vector and the RSS feed vectors respectively. \(Ui\) is the resulted utility. The following formula is used to filter RSS information.
\[ U_i = \frac{|V_i \wedge V_{Ip}|}{|V_i|} \geq \rho. \]  \hspace{1cm} (6)

\( \rho \in [0, 1] \) is a vigilance parameter set by a RSS subscriber. \( VIs \wedge V_{Ip} \) is a vector whose \( i^{th} \) component is equal to the minimum of \( VIs \) and \( V_{Ip} \), and \( |VIs| \) is the norm of \( VIs \) which is defined to be the sum of its components. If every element in \( V_{Ip} \) is equal to or greater than that in \( VIs \), then \( \rho = 1 \) and \( V_{Ip} \) is regarded as a perfect match of \( VIs \). Otherwise \( V_{Ip} \) which makes \( U_i \) over \( \rho \) will be considered as a sufficient match.

3. An RSS Filter Agent for Job Hunting

We design an RSS filter agent for the job publishing-finding case to illustrate the proposed approach. Suppose a job hunter wants to find a job via RSS feeds from the website http://hotjobs.yahoo.com/jobs/. The job hunter is only interested in the jobs in a specific knowledge domain, for example represented by a DVR developing ontology (Figure 1). The job hunter provides the favorite profile of jobs. The objective of a RSS filter agent is to detect the relevant information and prompt the user.

Several software packages were used:
- Protégé (http://protege.stanford.edu/plugins/owl/index.html) is used to edit a DVR-related technology ontology and export an OWL document.
- Jena RSS package (http://jena.sourceforge.net/) is adopted to parse an RSS feed.
- Jena Ontology API (http://jena.sourceforge.net/) is used to create or parse an OWL document.

The resulted concept list according to the “Breadth-First” scan method is:

The corresponding initial relationship matrix is obtained and the distance matrix can then be computed according to algorithm 1, which is a 70*70 matrix (Figure 3). The greyscale indicates the semantic distance between a concept in the x axis and a concept in the y axis.
The following job titles were received from http://hotjobs.yahoo.com/jobs/:

- J0: “Software Engineer, MPEG, Video, Compression”
- J1: “Senior Firmware Engineer W/ MPEG and ARM”
- J2: “Software Engineer - Programmer - Developer - C++ - Java”
- J3: “C/C++/Linux/Oracle Developers”
- J4: “Embedded Software Engineer –embedded OS, C, Assembly, DSP, Video”
- J5: “Application Engineer, Audio/Video, Hardware, ASIC, PCB”
- J6: “MPEG ASIC/Hardware Engineer”
- J7: “Video Systems, H.264, MPEG, Decoder, FPGA, HDTV”

There are three users who want to find jobs and announce themselves as:

- user0: “A hardware engineer experienced in using CPLD/FPGA with Verilog for design entry”
- user1: “Software Engineer, experienced in C language, Video Compression standard such as H.264, MPEG”
- user2: “H.264, MPEG, Video, Assembly, FPGA, DSP”

From these statements, it is easy to observe that they are individual-dependent and do not follow a strict format. The extracted concept graphs can be expressed according to algorithm 2. $\alpha$ is set to 1 in this example. According to algorithm 3 and formula 7, the resulting utility corresponding to every job Ji is:

- user0: $[0.0, 0.0, 0.0, 0.0, 0.0, 0.475, 0.475, 0.175]$
- user1: $[0.833, 0.045, 0.333, 0.122, 0.577, 0.122, 0.045, 0.212]$
- user2: $[0.135, 0.098, 0.0, 0.0, 0.634, 0.268, 0.098, 0.465]$

The relationship between published jobs and announcements of users is illustrated in Figure 4.
In Figure 4, for user0, the most related job information is J5 and J6. The method in this paper could be applied to content publisher or content subscriber. For example, on the business website, this method could be applied to find the potential customers and, on the user side, this method could be used to filter favourite information according to a certain level by adjusting the vigilance value of $\rho$.

The value of parameter $\rho$ determines the information retrieval precision. When $\rho$ is bigger, the precision is higher and more information is filtered. The relation between parameter $\rho$ and the numbers of chosen jobs for each user is shown as follows.

![Figure 4. The relationship between published jobs and user profiles.](image)

![Figure 5. The information filtering for users.](image)
4. Conclusion

In this paper, a method for client-oriented active choice of information from RSS feeds was discussed. A quantitative method for matchmaking between the information the subscriber is looking for and RSS items was proposed, which converts semantic information of headlines in an RSS feed into a numerical vector and semantic closeness could be measured consequently. The ontology acted as the bridge to link dispersed publishers and subscribers under the assumption of sharing a common knowledge background. Concept graphs are firstly extracted from the title of each RSS item and transformed into an individual-dependent feature vector with the aid of an ontology. In order to eliminate ambiguity inherited from the specific expression of individuals, a fuzzy inference is applied to obtain the grade of membership in terms of ontology, which is an individual-independent feature vector. A job seeking case was used to illuminate the method and the results showed the validity of the method.

Further research needs to be done. Firstly the concept graphs and concept vector are based on an ontology, so the size of the ontology will affect the computation complexity. The algorithms need to be improved to handle complex knowledge descriptions represented with large-scale ontologies. Secondly the performance of this method needs to be evaluated in practical settings.
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Introduction

Automated negotiation is a key form of interaction in complex systems composed of autonomous agents. Negotiation is a process of making offers and counteroffers with the aim of finding an acceptable agreement [1]. The agents (negotiators) decide for themselves what actions they should perform, at what time, and under what terms and conditions [1,2]. The outcome of negotiation depends on several parameters such as the agents' strategies and the knowledge which one agent has about the opponents [2,3,4,5]. In recent years, the problem of modeling and predicting a negotiator behavior has become increasingly important since this can be used to improve negotiation outcome and increase satisfaction of result [2,3,4,6].

Similarity is a fundamental notion that has to be defined before applying various statistical, machine learning, or data mining methods [5]. Previous works have attempted to exploit the information gathered from opponent's offers during the negotiation process to infer similarity between offers of the opponent to predict future offers. Bayesian classification [7] and similarity criteria [2,3] are examples of such efforts. In this work we want to detect similarity between strategies of negotiators not only during negotiation but also after negotiations to discover knowledge from past
experience. When an agent has knowledge about the opponent's strategy, it can use this knowledge to negotiate better deals for itself [1,6]. However, an agent negotiates with incomplete information about an opponent therefore the use of data mining techniques can assist the negotiator to discover valuable knowledge [6]. Some of these techniques, such as clustering, need a distance function or similarity measure. The main problem is that there are no measures for calculating similarity between negotiators' strategies.

A sequence of offers is a common form of data in negotiation that an agent can use to discover valuable knowledge in order to achieve its goal [2]. A session is defined as an ordered sequence of offers that an agent creates during a negotiation based on its strategy [3]. To detect the similarity between negotiators' strategies, we use data of sessions. Like sequences, one method is to reduce sessions to points in a multi-dimensional space and use the Euclidean distance in this space to measure similarity, but in negotiation, different sessions do not have the same length. One solution discussed in [8] for sequences, is to select n offers of each session to calculate the Euclidean distance. The problem with this approach is: which n offers in each session best represent the strategy of the negotiator. Another method is to represent sessions in k-dimensional space using k features for each session [8]. Using the feature vector representation not only needs the definition of features to model the strategy of the negotiator, but also the problem of sessions' similarity is transformed into the problem of finding similar features in k-dimensional space.

In this paper we consider the problem of defining similarity (or distance) between strategies. We start with the idea that similarity between negotiators should somehow reflect the amount of work that has to be done to convert one negotiation session to another. We formalize this notion as a Levenshtein or edit distance [8,9] between negotiations. We apply a dynamic programming approach for computing the extension of Levenshtein distances and show this similarity measure is efficient in practice.

In detail, the paper is organized as follows. In Section 1 we present the statement of the problem in automated negotiation. In Section 2 we make a review on the negotiation protocol. Some types of negotiation strategies are discussed in Section 3. The definition of similarity between negotiation strategies is given in Section 4. In Section 5 we evaluate the effectiveness of using this measure for detecting similar negotiators strategies and we proceed with the analysis of the results obtained. Section 6 contains conclusions and remarks about future directions.

1. Problem Statement

To model a negotiation, we consider a given set \( S = (O_1, ..., O_m) \) of m offers that a negotiator exchanges during the negotiation session \( S \). An offer \( O \) consists of one or multiple issues.

The basic problem we consider in this paper is how one should define a concept of similarity or distance between negotiation strategies. Such a notion is needed in any knowledge discovery application on negotiation. The offers exchanged during a negotiation show the negotiator's session strategy [1,2,3,4,10]. To find negotiators with similar strategies, if one can not say when two negotiation sessions are close to each other, the possibility for making contrast is quite limited. For example, consider three buyers that negotiate with a seller who wants to compare the behavior of these buyers. The seller's view of these sessions (received offers) is shown in Figure 1. Each one of the buyers has its initial offer, deadline and strategy to generate offers.
Consider the problem of clustering these three buyers. When comparing two buyers to find if they are similar, we need a similarity measure. The meaning of similarity may vary depending on the domain and the purpose of using similarity. For example someone could group buyer 1 and 2 together, with buyer 3 as the other group because of the number of exchanged offers. But in this paper we want to measure the similarity between negotiators based on their strategies. When a seller observes that the changes of offers received from different buyers are similar during their sessions, then this seller finds that these buyers have similar strategies. In Section 4 we discuss about this similarity measure.

2. Negotiation Protocol

In order to understand the notation used in our model, we firstly describe its basics. Automated negotiation consists of a set of agents equipped with a common protocol. In this negotiation model, we use bilateral negotiation in which a seller and a buyer negotiate on one or multiple issues. We adopt an alternating offers protocol; that is both of them can send and receive offers and decide whether to accept or reject an offer received until they reach their own deadline [5,11]. Each of them has incomplete information about its opponent.

Let \( a \in \{ \text{buyer, seller} \} \) represent the negotiating agents, \( a' \) denotes the opponent of agent \( a \). Let \( j \in \{ 1, \ldots, n \} \) be the issues under negotiation therefore an offer \( O \) is described as \((o_1, \ldots, o_n)\) where \( o^a_j \) shows the value of issue \( j \) for agent \( a \). Negotiations can range over quantitative (e.g., price, delivery time) or qualitative (e.g., quality of service) issues. Quantitative issues are defined over a real domain that is acceptable to agent \( a \) (i.e., \( o^a_j \in D^a_j = [\text{min}^a_j, \text{max}^a_j] \)) and qualitative issues are defined over a partially ordered set (i.e., \( o^a_j \in D^a_j = \{q_1, q_2, \ldots, q_p\} \)).

Each agent has a utility function \( U^a_j : D^a_j \to [0,1] \) that gives the score it assigns to a value of issue \( j \) in the range of its acceptable values. For convenience, scores are kept in the interval [0, 1].
The relative importance that an agent assigns to each issue under negotiation is modeled as a weight, \( w^a_j \), that gives the importance of issue \( j \) for agent \( a \). We assume the weights of both agents are normalized, i.e., \( \sum_{1 \leq j \leq n} w^a_j = 1 \), for all \( a \in \{ \text{buyer, seller} \} \).

An agent’s utility function for an offer, \( O = (o_1, \ldots, o_n) \) in the multi-dimensional space defined by the issues’ value ranges is then defined as:

\[
U^a(O) = \sum_{1 \leq j \leq n} w^a_j \cdot U^a_j(o_j).
\]  

(1)

The agents alternately propose offers at times in \( T = \{0, 1, \ldots\} \). Each agent has its deadline. \( T^a \) denotes the deadline of agent \( a \), when the agent must complete the negotiation.

Let \( O^t_{a \rightarrow a'} \) denote the offer proposed by agent \( a \) at time \( t \). The agent who makes the first offer is chosen randomly. When an agent receives an offer from its opponent at time \( t \), it rates the offer using its utility function \( U^a \) and generates a response that is defined as [4]:

\[
\text{Action}^a(t, O^t_{a \rightarrow a'}) = \begin{cases} 
\text{Quit} & \text{If } t > T^a \\
\text{Accept} & \text{If } U^a(O^t_{a \rightarrow a'}) \geq U^a(O^{t+1}_{a' \rightarrow a}) \\
\text{Offer } O^{t+1}_{a \rightarrow a'} & \text{Otherwise}
\end{cases}
\]  

(2)

Offers are generated by the agent’s strategy which is discussed in Section 3.

If the agent’s deadline passes, the agent withdraws from the negotiation and the negotiation outcome is "reject".

An agent accepts an offer when the value of the offer received is higher than the offer which the agent is ready to send at that moment in time. Therefore the outcome of the session is "accept" and the session is closed.

A negotiation session between \( a \) and \( a' \) at time \( t \) (\( 0 < t < T^a \)) is a finite sequence of offers from one agent to the other ordered over time:

\( S^t_{a \rightarrow a'} = (O^1_{a \rightarrow a'}, O^2_{a \rightarrow a'}, \ldots) \)

The last element of the sequence is from the set \{accept, reject\} based on the outcome of the negotiation session.

3. Negotiation Strategies

Offers are generated by negotiation strategy [4]. A strategy generates a value for each of the issues in negotiation. Two types of strategies which we used in our work are Time dependent and Behavior dependent.

3.1. Time Dependent

This strategy is parameterized and hence it covers a large number of distinct strategies. As time passes, the agent will concede more rapidly trying to achieve an
agreement before coming to the deadline. The offer to be uttered by agent $a$ for an issue $j$ at time $t$ $(0 < t < T^a)$ is computed as follows [1]:

$$o_j^t = \begin{cases} 
    \min_j^a + \phi^a(t)(\max_j^a - \min_j^a) & \text{if } U_j^a \text{ is a decreasing function} \\
    \min_j^a + (1 - \phi^a(t))(\max_j^a - \min_j^a) & \text{if } U_j^a \text{ is an increasing function}
\end{cases}$$ (3)

where $\phi^a(t)$ is a function depending on time $(0 \leq \phi^a(t) \leq 1)$ and is parameterized by a value $\beta$.

$$\phi^a(t) = \left(\frac{t}{T^a}\right)^\beta.$$ (4)

A wide range of time-dependent strategies can be defined by varying the way in which $\phi^a(t)$ is computed [3]. However, depending on the value of $\beta$, three qualitatively different patterns of behavior can be identified:

- Boulware if $\beta < 1$
- Linear if $\beta = 1$
- Conceder if $\beta > 1$.

3.2. Behavior Dependent

The key feature of this type of strategy is that it proposes offers based on the opponent’s behavior [4].

$$o_j^{t+1} = \begin{cases} 
    \min_j^a & \text{If } P \leq \min_j^a \\
    \max_j^a & \text{If } P > \max_j^a \\
    P & \text{Otherwise}
\end{cases}$$ (5)

The parameter $P$ determines the type of imitation to be performed. We can find the following families:

**Relative Tit-For-Tat.** The agent reproduces, in percentage terms, the behavior that its opponent showed $\delta > 1$ steps ago.

$$P = \frac{o_j^{t-2\delta}}{o_j^{t-2\delta + 2}o_j^{t-1}}.$$ (6)
Absolute Tit-For-Tat. The same as before, but in absolute terms.

\[ P = o_{j}^{t-1} + o_{j}^{t-2\delta} - o_{j}^{t-\delta+2}. \]  

Averaged Tit-For-Tat. The agent applies the average of percentages of changes in a window of size \( \lambda \geq 1 \) of its opponent's history.

\[ P = \frac{o_{j}^{t-2\lambda}}{o_{j}^{t-1}}. \]  

We compute the values for the issues under negotiation according to each strategy.

4. Similarity Measure

We propose a new session similarity measure and use this measure for calculating the similarity between strategies of negotiators. In this section, we define two key concepts: first distance between two sessions and second distance between two offers.

4.1. Distance Between Sessions

A session is defined as an ordered sequence of offers which an agent creates during a negotiation based on its strategy [3]. To detect similarity between negotiators' strategies, we use data obtained from sessions. Therefore we just select offers proposing by an agent.

The idea behind our definition of similarity, or distance, between negotiation sessions is that it should somehow reflect the amount of work needed to transform one negotiation session to another [8,9]. The definition of similarity is formalized as an extended Levenshtein distance \( \text{eld}(S, R) \) for two sessions \( S \) and \( R \).

Operations. To calculate the Levenshtein distance we need to define a set of transformation operations. We have chosen to use three operations:

- \( \text{ins}(O) \): inserts an offer of the type \( O \) to the negotiation session.
- \( \text{del}(O) \): deletes an offer of the type \( O \) from the negotiation session.
- \( \text{update}(O, O') \): change an existing offer from \( O \) to \( O' \) in the negotiation session.

Cost of Operations. Instead of checking the equality between two offers \( O_{i} \) and \( O_{j} \) from two sessions \( S \) and \( R \) respectively, for each operation we associate a cost \( \text{cost}(op) \) based on the distance between offers. The cost of an insertion operation is defined by Eq. (9) where \( O' \) is a previous offer of \( O \) in the negotiation session.

\[ \text{cost}(\text{ins}(O)) = \text{distance}(O', O). \]  

With this definition the cost of adding an outlying offer into the negotiation session is higher than the cost of adding in a neighboring offer. In Section 4.2 we discuss about the distance between two offers.
The cost of a deletion operation is defined to be the same as the cost of an insert-operation. It is proved that if the cost of insertion is equal to the cost of deletion then for all negotiation sessions $S$ and $R$ we have [9]:

$$\text{eld}(S, R) = \text{eld}(R, S). \quad (10)$$

The cost of an update-operation is defined as Eq. (11) where $V$ is a constant value.

$$\text{cost}(\text{update}(O, O')) = V \cdot \text{distance}(O, O'). \quad (11)$$

With this definition a low distance has a lower cost than a higher distance.

**Definition of Distance.** If the cost of an operation $op_i$ is $\text{cost}(op_i)$, and $k$ is the number of operations in the sequence $Op_j$, Eq. (12) calculates the cost of operation sequence $Op_j = op_1, op_2, ..., op_k$.

$$\text{cost}(Op_j) = \sum_{i=1}^{k} \text{cost}(op_i). \quad (12)$$

The distance $\text{eld}(S, R)$ is defined as the sum of costs of the cheapest sequence of operations transforming $S$ into $R$ as shown in Eq. (13).

$$\text{eld}(S, R) = \min \{ \text{cost}(Op_j) \mid Op_j \text{ is an operation sequence transforming a session } S \text{ into a session } R \}. \quad (13)$$

That is $\text{eld}(S, R)$ is the minimum sum of costs of operations transforming $S$ into $R$.

We use a dynamic programming approach to find the extended Levenshtein distance of two sessions $S$ and $R (\text{eld}(S, R))$. This is dynamic programming approach to calculate the distance between two sessions.

```c
CostType eld(OfferType R[], OfferType S[]) {
    CostType cost[n+1][m+1];
    cost[0][0]=0;
    //for session S
    for (int i=1;i<=m;i++)  //session S has m offers
        cost[0][i] = cost[0][i-1]+ins(S[i]);
    //for session R
    for (int i=1;i<=n;i++)  //session R has n offers
        cost[i][0] = cost[i-1][0]+del(R[i]);
    for (int i=1; i<=n;i++)
        for (int j=1;j<=m;j++)
            cost[i][j]=min\{cost[i-1][j]+del(R[i]),
                           cost[i][j-1]+ins(S[j]),
                           cost[i-1][j-1]+update(R[i], S[j])\};
    return cost[n][m];
}
```
4.2. Distance Between Offers

The distance between two offers in insert, delete and update operation can be defined in a different way for each type of negotiation. Let \( O \) and \( O' \) be two offers.

In a single issue negotiation, distances do not need normalization. If each offer has a quantitative value such as price, we define \( \text{distance}(O, O') \) as Eq. (14).

\[
\text{distance}(O, O') = | O - O' | .
\] (14)

For a qualitative issue distance can be calculated based on equality. In that case, the distance between any two offers is defined to be 0 if they are equal; and a positive value if they are not equal. This value can be chosen based on fuzzy logic or based on the utility function.

In multiple issue negotiation, for each issue \( o_j \), the distance is calculated based on its quantitative or qualitative value. Then the Euclidean distance is used for calculating the distance between offers. If the issues have different importance, their importance have influence on the distance value. Eq. (15) shows how to calculate the distance between two offers.

\[
\text{distance}(O, O') = \sqrt{\sum_{1 \leq j \leq n} w_j \cdot \text{distance}(o_j, o'_j)^2} .
\] (15)

where \( w_j \) is an appropriate weight representing the importance of the issue \( j \) and \( \sum_{1 \leq j \leq n} w_j = 1 \).

In multiple issue negotiation, the distance between issues needs to be normalized because it influences the distance between offers. For this purpose, for each issue \( o_j \) and \( o'_j \), the distance is calculated as:

\[
\text{distance}(o_j, o'_j) = | U_j(o_j) - U_j(o'_j) | .
\] (16)

5. Experimental Results

In this section we describe how we have evaluated the effectiveness of using this measure for detecting similar negotiator strategies under different negotiation situations. In this experiment we generate 2500 negotiation sessions. In each session a buyer and a seller negotiate for price as a single issue. They choose one of the implemented strategies that were discussed above (Conceder, Linear, Boulware, Relative TFT, Absolute TFT, and Average TFT). An agent's utility function is defined as:
Buyers and sellers save information about their strategies, outcome and all exchanged offers during the process of negotiation. Information about buyers and sellers’ strategies is shown in table 1 and 2.

<table>
<thead>
<tr>
<th>Table 1. Percent of Buyers’ Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy</td>
</tr>
<tr>
<td>Relative TFT</td>
</tr>
<tr>
<td>Random Absolute TFT</td>
</tr>
<tr>
<td>Average TFT</td>
</tr>
<tr>
<td>Boulware</td>
</tr>
<tr>
<td>Linear</td>
</tr>
<tr>
<td>Conceder</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Percent of Sellers’ Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy</td>
</tr>
<tr>
<td>Relative TFT</td>
</tr>
<tr>
<td>Random Absolute TFT</td>
</tr>
<tr>
<td>Average TFT</td>
</tr>
<tr>
<td>Boulware</td>
</tr>
<tr>
<td>Linear</td>
</tr>
<tr>
<td>Conceder</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

After gathering data from all sessions, we choose sessions with “accepted” outcome. In each session we choose buyer offers to detect similarity of buyers strategies. We use our method for calculating the distance between these sessions to determine the distance between buyers’ strategies.

After calculating all distances we use the \( k \)-medoids algorithm [12] to cluster the sessions based on these distances, in order to evaluate our measure. This algorithm is helpful because the center of each cluster is one of the points existing in the data belonging to that cluster. Therefore, the cluster centers are negotiation sessions. This characteristic is important because in this work, we have distances between sessions and do not need to know the offers made during the sessions; therefore, to find a cluster center we just need a session which has minimum distance with other sessions in the cluster. As a result, the comparison between sessions and the cluster center is simple. Furthermore to cluster a new buyer we can compare it with cluster centers if we have the offers of the cluster center session to calculate distance. If a cluster center is not one
of the existing sessions, we do not have real offers of the cluster center to compute the distance between the cluster center and the offers of a new buyer.

Since a buyer saves information about the strategy used in his session, we use this information to analyse our method. To demonstrate that our method is practical for clustering and that the clusters are created based on the similarity between strategies, we check the following: if two buyers use similar strategies and these are located in the same cluster by the clustering, and if two buyers use dissimilar strategies and are located in different clusters, our method to measure strategies similarity is efficient. In fact all the buyers that use the same strategies in their negotiation sessions should form one cluster.

As we know the number of strategies of buyers, we choose \( k=6 \) for \( k \)-medoids.

After clustering, we check each cluster and find the most common strategy which buyers in that cluster use in his sessions. Table 3 shows the most common strategy in the sessions of each cluster.

<table>
<thead>
<tr>
<th>Number of cluster</th>
<th>Strategy</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Relative TFT</td>
<td>98%</td>
</tr>
<tr>
<td>2</td>
<td>Random Absolute TFT</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>Average TFT</td>
<td>90%</td>
</tr>
<tr>
<td>4</td>
<td>Boulware</td>
<td>88%</td>
</tr>
<tr>
<td>5</td>
<td>Linear</td>
<td>89%</td>
</tr>
<tr>
<td>6</td>
<td>Conceder</td>
<td>100%</td>
</tr>
</tbody>
</table>

These results show that our method is useful for calculating the similarity between the strategies of buyers because each cluster contains buyers with similar strategies. For example in the cluster number 1, 98% of buyers use the Relative TFT strategy in their negotiation sessions.

But in some clusters such as 5, not all the strategies are the same; this is because one buyer uses a strategy which is, nevertheless very close to the strategies of the other buyers in the cluster. The data in this cluster show that some of the other buyers' strategies are Boulware with \( \beta \equiv 1 \) which is similar to a Linear strategy. Therefore, the results show that buyers in each cluster have similar behavior.

Fig. 3 shows changing offers of some sessions in cluster number 2. In Fig. 4 some sessions of cluster number 5 are shown. This cluster contains some Boulware and Conceder strategies which are close to the Linear strategy.
The experiments are repeated with different numbers of clusters and with different negotiation strategies. All experiments show each cluster has buyers which use similar strategies.

As we mentioned above our experiment was based on data of buyers with an outcome of “accepted”, but for other data one can do similar experiments.

In this paper we mainly consider a simplified model of negotiation, where each offer has only one issue. As we discussed in Section 4 the presented method can be extended for multiple issue negotiation.

6. Conclusion

The outcome of negotiations depends on several parameters such as the strategies of agents and the knowledge that one agent has about the others. The problem of modeling and predicting a negotiator’s behavior is important since this can be used to improve the outcome of negotiations and increase satisfaction with the results. Finding similar behavior is one way to solve this problem. We have described a simple method for defining the similarity between negotiation strategies. This method is based on the sequence of offers during a negotiation. This characteristic gives the method significant
practical value in negotiation because a negotiator has incomplete information about his opponents. Results can be used in knowledge discovery.

This method is implemented using dynamic programming and it is tested with a simple model of negotiation. Results of comparing strategies using our measure to find similar strategies are illustrated. The results show that this measure is efficient and can be used in clustering and any other techniques which need a similarity measure.

For the future, there are two ways in which this research can be extended. Firstly, we would like to consider the performance of our method against additional strategies. Secondly, in this work we only consider single issue negotiation model, our method could be applied to other negotiation models.

We plan to experimentally use this method for predicting opponent's strategy during negotiation.
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Abstract. From the evolution of developing a pattern interestingness perspective, data mining has experienced two phases, which are Phase 1: technical objective interestingness focused research, and Phase 2: technical objective and subjective interestingness focused studies. As a result of these efforts, patterns mined are of significant interest to technical concern. However, technically interesting patterns are not necessarily of interest to business. In fact, real-world experience shows that many mined patterns, which are interesting from the perspective of the data mining method used, are out of business expectations when they are delivered to the final user. This scenario actually involves a grand challenge in next-generation KDD (Knowledge Discovery in Databases) studies, defined as actionable knowledge discovery. To discover knowledge that can be used for taking actions to business advantages, this paper addresses a framework that extends the evolution process of knowledge evaluation to Phase 3 and Phase 4. In Phase 3, concerns with objective interestingness from a business perspective are added on top of Phase 2, while in Phase 4 both technical and business interestingness should be satisfied in terms of objective and subjective perspectives. The introduction of Phase 4 provides a comprehensive knowledge actionability framework for actionable knowledge discovery. We illustrate applications in governmental data mining showing that the considerations and adoption of the framework described in Phase 4 has potential to enhance both sides of interestingness and expectation. As a result, knowledge discovered has better chances to support action-taking in the business world.
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Introduction

Patterns that are obtained with data mining tools are often non-actionable to real user needs in the business world [1,2,3,4]. There could be many reasons associated with this scenario. Most importantly, we believe, it is because business interestingness is rarely considered in existing data mining methodology and framework. For instance, in stock data mining [5], mined trading patterns are normally evaluated in terms of technical interestingness measures such as the correlation coefficient. On the other hand, traders

1This work is sponsored by Australian Research Council Discovery and Linkage Grants (DP0773412, LP0775041, DP0667060), and UTS internal grants.
who use these discovered patterns usually only check business expectations like profit and return. However, due to no checking of such business interestingness during pattern discovery, the identified trading patterns in most cases are useless for real-life trading support.

Such situations are increasingly recognized in current data mining research, especially actionable knowledge discovery. Initial research has been done on developing subjective and business related interestingness, which mainly aims at developing standard and general measures [6,7]. However, due to domain-specific characteristics and constraints [8,2,9,10,11] heavily affecting real-life data mining, it is difficult or even hardly possible to capture and satisfy particular business expectations in a general manner. As a result, the gap between technical interestingness and business expectations has not been filled or reduced as expected by business users. Therefore, it is essential to involve business expectations into the process of knowledge discovery. To this end, a practical and effective manner is to study business interestingness in terms of specific domains while developing a domain driven data mining methodology [8,2,9,10,11]. In fact, similar issues and observations have been recognized during the development of CRISP-DM 2.0 [12]. In this way, eventually, the objectives of actionable knowledge discovery can be reached.

Even though the aim of actionable knowledge discovery needs to involve many aspects [8,2,9,10,11] besides interestingness, this paper only addresses the business interestingness issue. Obviously, it is important to develop business interestingness metrics so that business concerns can be reflected in real-world mining applications. In practice, there are ways to do it. For instance, in financial data mining, business evaluation metrics can be instantiated into objective [13,14] and subjective [6,15] measures as follows. Profit, return, cost and benefit [16,17] can be used to indicate a trading pattern’s economic performance objectively. On the other hand, a trading pattern can be evaluated in terms of certain psychoanalytic factors specified by traders to measure its business significance. For example, “beat VWAP” is used by traders to measure whether a price-oriented trading rule is confident enough to “beat” Value-Weighted Average Price (VWAP) of the market. Therefore, besides technical interestingness, actionable knowledge mining needs to develop both objective and subjective business interestingness measures.

The above ideas actually indicate a view of the evolution of pattern interestingness development in data mining. We roughly categorize the initial work into the following efforts:

- studying interestingness metrics highlighting the significance and evaluation of technical subjective concerns and performance,
- developing a new theoretical framework for valuing the actionability of extracted patterns,
- involving domain and background knowledge into the search of actionable patterns.

Aiming at involving and satisfying business expectations in actionable knowledge discovery, this paper presents a framework of knowledge actionability. An extracted knowledge is actionable if it can satisfy not only technical concerns but also business expectations. Following this framework, we have developed a domain-driven, actionable knowledge discovery methodology [8,2,9,10,11]. This paper demonstrates the develop-
ment of particular business interestingness measures in mining social-security activity patterns associated with government debts [18,19,20]. The case studies show that the involvement of business expectations can greatly evidence and enhance the evaluation foundation of knowledge actionability and business interest of identifying patterns.

The remainder of this paper is organized as follows. In Section 1, a knowledge actionability framework is discussed which highlights the significant involvement of business expectations. In Section 2, we illustrate how to integrate business interestingness in the process of discovering activity patterns in social security data. Further, we present some discussion on the balance and resolution of the incompatibility between technical significance and business expectations in Section 3. We conclude this paper in Section 4.

1. Balancing Technical and Business Interestingness

Technically, the progress of pattern interestingness studies has experienced two phases. Recently, a typical trend is towards business interestingness, and the balance between technical and business interestingness so that the gap between academic findings and business expectations can be bridged.

1.1. Knowledge Actionability Studies Concentrating on Technical Significance

In the development of data mining methodologies and techniques, the understanding and modeling of knowledge actionability is a progressive process. In the framework of traditional data mining, the so-called actionability, \( \text{act}(e) \), is mainly embodied in terms of technical significance. In general, technical interestingness, \( \text{tech}_{int}(e) \), measures whether a pattern is of interest or not in terms of a specific statistical significance criterion corresponding to a particular data mining method.

There are two steps of technical interestingness evolution. The original focus was basically on technical objective interestingness, \( \text{tech}_{obj}(e) \) [13,14], which aims to capture the complexities and statistical significance of pattern structure. For instance, a coefficient was developed for measuring the objective interestingness of correlated stocks.

Let \( X = \{x_1, x_2, \ldots, x_m\} \) be a set of items, \( DB \) be a database, and \( x \) an itemset in \( DB \). Let \( e \) be interesting evidence discovered in \( DB \) through a modeling method \( M \). For the above procedure, we have the following definition.

**Definition 1.** Phase 1: \( \forall x \in X, \exists e: x.\text{tech}_{obj}(e) \rightarrow x.\text{act}(e) \)

Recent work appreciates technical subjective measures, \( \text{tech}_{subj}(e) \) [6,21,15], which also recognize the extent to which a pattern is of interest to a particular user. For example, probability-based belief [4] is used to describe user confidence on unexpected rules [21,22].

**Definition 2.** Phase 2: \( \forall x \in X, \exists e: x.\text{tech}_{obj}(e) \land x.\text{tech}_{subj}(e) \rightarrow x.\text{act}(e) \)

It is fair to say that the traditional data mining research framework is mainly focused on the technical significance-based methodology. Unfortunately, very few of the algorithms and patterns identified are workable in real-world mining applications. Business expectation are rarely cared for and most work concentrates on technical significance. In
Table 1. Pattern’s performance.

<table>
<thead>
<tr>
<th>Relationship Type</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$tech_int() \equiv biz_int()$</td>
<td>The pattern $e$ does not satisfy business expectation but satisfies technical significance</td>
</tr>
<tr>
<td>$tech_int() \Rightarrow biz_int()$</td>
<td>The pattern $e$ does not satisfy technical significance but satisfies business expectation</td>
</tr>
<tr>
<td>$tech_int() \Leftrightarrow biz_int()$</td>
<td>The pattern $e$ satisfies business expectation as well as technical significance</td>
</tr>
<tr>
<td>$tech_int() \nRightarrow biz_int()$</td>
<td>The pattern $e$ satisfies neither business expectation nor technical significance</td>
</tr>
</tbody>
</table>

practice, from the actionability perspective, a pattern $e$ may present one of the following four scenarios as listed in Table 1.

Therefore, the objective of actionable knowledge discovery is to mine patterns satisfying the relationship $tech\_int() \Leftrightarrow biz\_int()$. However, in real-world mining, it is often a kind of artwork to tune thresholds and balance the significance and the difference between $tech\_int()$ and $biz\_int()$. Quite often a pattern with significant $tech\_int()$ creates less significant $biz\_int()$. Contrarily, it often happens that a pattern with less significant $tech\_int()$ generates a much higher business interest, $biz\_int()$ [11]. Our experience advises us that new data mining methodologies and techniques should be studied to balance technical significance and business expectations, and bridge the gap between business development and academic research. To this end, in Section 3, we discuss some lessons that are helpful for the balance and to make the bridge between academic research and real-world development.

1.2. Knowledge actionability satisfying technical significance and business expectation

With the involvement of domain intelligence and domain experts, data miners realize that the actionability of a discovered pattern must be assessed by and satisfy domain user needs. To achieve business expectations, $business\_interestingness$, $biz\_int()$, measures to what degree a pattern is of interest to a business person in terms of social, economic, personal and psychoanalytic factors. Similar to $tech\_int()$, $business\_objective\_interestingness$, $biz\_obj()$, has recently been recognized by some researchers, say in profit mining [7] and domain-driven data mining [2], as part of $biz\_int()$. In this case, we reach Phase 3 of knowledge actionability studies.

**Definition 3.** Phase 3: $\forall x \in X, \exists e : x.tech\_obj(e) \land x.tech\_subj(e) \land x.biz\_obj(e) \rightarrow x.act(e)$

The above review of knowledge actionability studies shows that actionable knowledge should satisfy both technical and business concerns [2]. Since the satisfaction of technical interestingness is the antecedent of actionability, we view actionable knowledge as that which satisfies not only technical interestingness, $tech\_int()$, but also user-specified business interestingness, $biz\_int()$. In fact, actionability should recognize technical significance of an extracted pattern that also permits users to specifically react to it to better service their business objectives.
Definition 4. Knowledge Actionability: Given a mined pattern \( e \), its actionable capability \( \text{act}(e) \) is described as its degree of satisfaction of both technical and business interestingness.

\[
\forall x \in X, \exists e \text{. tech_int}(e) \land x.biz_int(e) \implies x\text{.act}(e)
\]

In real-world data mining, one also recognizes that business subjective interestingness, \( \text{biz_sub}() \), also plays an essential role in assessing \( \text{biz_int}() \). This leads to a comprehensive cognition of actionability, which we name as Phase 4. In this way, the above knowledge actionability framework can be further instantiated in terms of objective and subjective dimensions from both technical and business sides as follows.

Definition 5. Phase 4: \( \forall x \in X, \exists e \text{. tech_obj}(e) \land x\text{.tech_subj}(e) \land x\text{.biz_obj}(e) \land x\text{.biz_subj}(e) \implies x\text{.act}(e) \)

As we will discuss in Section 2, in evaluating activity patterns discovered in social security data, we define specific business measures \( \text{debt amount}, \text{debt duration}, \text{debt amount risk}, \) and \( \text{debt duration risk} \) to measure the risk and impact associated with an activity pattern or sequence.

On the basis of the above knowledge actionability framework, there are two sets of interestingness measures that need to be developed in actionable knowledge discovery. For instance, we say a mined association trading rule is (technically) interesting because it satisfies requests on \( \text{support} \) and \( \text{confidence} \). Moreover, if it also beats the expectation of user-specified \( \text{market index return} \) then it is a generally actionable rule.

2. Case Study and Evaluation

In this section, due to limitations in space, we only focus on business interestingness related measures and evaluation. We introduce real-world mining applications that highlight the involvement and development of business expectations, \( \text{biz_int}() \). The measures we develop reflect not only the objective business concerns of identified patterns, but also the likelihood of their impacts on businesses.

In a social security network, a customer activity or activity sequence may be associated with governmental debts or non-debts [19]. Activity mining [18] can discover those activities that will likely result in debts, which can greatly support and improve risk-based decision making in governmental customer contacts, debt prevention and process optimization. For instance, the following data describes a set of debt-targeted activities, where letters \( A \) to \( Z \) represent different activities and \( $ \) indicates the occurrence of a debt.

\(< \text{DABACEKBS)}, (\text{AFQCPLSWBTCS)}, (\text{PTSLDS)}, (\text{QWRTES}), (\text{ARCZBH}Y) \ldots >\)

To support business-oriented evaluation, it is essential to build up effective business interestingness measures to quantify to what extent an activity or activity sequence leads to debt. Activity impact metrics also provide a means to assess the business interestingness of an identified activity pattern. The idea of measuring social security activity im-
pact is to build up quantitative measures in terms of debt statistics and the relationship between activity patterns and debt. Debt statistics describe the statistical features of a debt-targeted activity pattern. For instance, a frequent activity pattern \( \{ACB \rightarrow $ \} \) can be mined from the above activity set. Suppose the total number of itemsets in this data set is \( |\sum| \), where the frequency of pattern \( e \) is \( |e| \), then we define debt statistics in terms of the following aspects.

**Definition 6.** The total debt amount \( d_{\text{amt}}() \) is the sum of all individual debt amounts \( d_{\text{amt}}(i = 1, \ldots, f) \) in \( f \) itemsets matching the pattern ACB. Then we get the average debt amount for the pattern ACB:

\[
\bar{d}_{\text{amt}}() = \frac{\sum_{i} d_{\text{amt}}(i)}{f}
\]  

**Definition 7.** Debt duration \( d_{\text{dur}}() \) for pattern ACB is the average duration of all individual debt durations in \( f \) itemsets matching ACB. The debt duration \( d_{\text{dur}}() \) of an activity is the number of days a debt remains valid, \( d_{\text{dur}}() = d_{\text{end\_date}} - d_{\text{start\_date}} + 1 \), where \( d_{\text{end\_date}} \) is the date a debt is completed, \( d_{\text{start\_date}} \) is the date a debt is activated. A pattern’s average debt duration \( \bar{d}_{\text{dur}}() \) is defined as:

\[
\bar{d}_{\text{dur}}() = \frac{\sum_{i} d_{\text{dur}}(i)}{f}
\]  

Furthermore, we can development risk ratios to measure to what extent a pattern may lead to debt.

**Definition 8.** A pattern’s debt amount risk, \( \text{risk}_{\text{amt}} \), is the ratio of the total debt amount of activity itemsets containing \( e \) to the total debt amount of all itemsets in the data set, denoted as \( \text{risk}(e \rightarrow $)_{\text{amt}} \in [0, 1] \). The larger its value is, the higher the risk of leading to debt.

\[
\text{risk}(e \rightarrow $)_{\text{amt}} = \frac{\sum_{i}^{\text{\{}ACB\}} d_{\text{amt}}(i)}{\sum_{i}^{\{\} d_{\text{amt}}(i)}}
\]  

**Definition 9.** A pattern’s debt duration risk, \( \text{risk}_{\text{dur}} \), is the ratio of the total debt duration of activity itemsets containing \( e \) to the total debt duration of all itemsets in the data set, denoted as \( \text{risk}(e \rightarrow $)_{\text{dur}} \in [0, 1] \). Similarly to the debt amount support measure, \( \text{risk}(e \rightarrow $)_{\text{dur}} \) and the larger its value, the higher the risk of leading to debt.

\[
\text{risk}(e \rightarrow $)_{\text{dur}} = \frac{\sum_{i}^{|e|} d_{\text{dur}}(i)}{\sum_{i}^{\{e\}} d_{\text{dur}}(i)}
\]
Table 2. Frequent debt-targeted activity patterns in an unbalanced activity set

<table>
<thead>
<tr>
<th>Frequent sequences</th>
<th>SUP</th>
<th>CONF</th>
<th>LIFT</th>
<th>ZSCORE</th>
<th>riskamt</th>
<th>riskdur</th>
</tr>
</thead>
<tbody>
<tr>
<td>C, R → $</td>
<td>0.0011</td>
<td>0.7040</td>
<td>19.4</td>
<td>92.1</td>
<td>22074</td>
<td>1.7</td>
</tr>
<tr>
<td>I, C → $</td>
<td>0.0011</td>
<td>0.6222</td>
<td>17.1</td>
<td>87.9</td>
<td>22872</td>
<td>1.8</td>
</tr>
<tr>
<td>C, D → $</td>
<td>0.0125</td>
<td>0.6229</td>
<td>17.1</td>
<td>293.7</td>
<td>23784</td>
<td>1.2</td>
</tr>
</tbody>
</table>

We tested the above business measures in mining activity patterns in the Australian social security debt-related activity data from 1st Jan to 31st Mar 2006. The data involves four data sources, which are activity files recording activity details, debt files logging debt details, customer files recording customer profiles, and earnings files storing earnings details. Our experiments analyzed activities related to both income and non-income related earnings and debts. To analyze the relationship between activity and debt, the data from activity files and debt files were extracted. We extracted activity data including 15,932,832 activity records recording government-customer contacts with 495,891 customers, which lead to 30,546 debts in the first three months of 2006.

Table 2 illustrates three frequent activity patterns discovered from the above unbalanced activity dataset (Labels C, R, I, D are activity codes that used in business field, $ means governmental debt. Frequent activity sequential pattern “C, R → $” indicates that if a customer undertakes activity C then R, it is likely that he/she will result in a governmental debt). In the table, “SUP”, “CONF”, “LIFT” and “Z-SCORE” stand for support, confidence, lift and z-score of the rule. These three rules have high confidence and lift but low support. Interestingly the impact on debt of the first two rules is not as big as the impact of the third, which has the highest risk of leading to longer average duration and debt amount.

3. Towards Domain-Driven, Actionable Knowledge Discovery

The gap between academic research and real-world development in data mining cannot be bridged very easily due to many complicated factors in respective areas. However, as one of the grand challenges and focuses of next-generation KDD, actionable knowledge discovery is facing a promising prospect through emerging research on knowledge actionability and domain driven data mining. In this section, we briefly discuss the potential of aggregating business and technical interestingness, and discovering actionable knowledge based on a domain driven data mining methodology.

3.1. Aggregating Technical and Business Interestingness

The gap or conflict between the perspectives on interestingness of academia and business indicates different objectives of the two stakeholders. To fill the gap or resolve the conflict, a promising direction is to develop a hybrid interestingness measure integrating both business and technical interestingness. This can reduce the burden of requiring domain users to understand those jargons and merging the expectations of both sides into a single actionability measure. However, the potential incompatibility between technical significance and business expectation makes it difficult to set up weights for two parties
to be integrated simply. Therefore, a conventional weight-based approach [23] may not work well because it only presents a simply linear weighting of technical and business interestingness.

Rather than only considering the weights of different metrics, there may be other three directions of interest to us in combining technical and business interestingness.

**Fuzzy weighting of individual interestingness measures.** Fuzzily weighted hybrid interestingness measures can be developed and then tested on knowledge discovered in financial applications.

**Multi-objective optimization.** Taking different interestingness measures as multiple objectives, we then view the discovery of actionable knowledge as a process of multi-objective optimization.

**Fuzzy weighting of patterns.** This consists of mining and evaluating patterns in terms of technical and business interestingness separately. We then develop fuzzy aggregation mechanism to combine these two sets of patterns.

In the following, we briefly introduce the idea of developing fuzzy interestingness aggregation and ranking methods to combine technical and business interestingness separately. We then develop fuzzy aggregation mechanism to combine these two sets of patterns.

First, patterns are mined in a given data set using the same models with different evaluation criteria. In the technical experiments, patterns are selected purely based on technical interestingness. The identified patterns are then re-ranked by checking the satisfaction of business expectations by business users.

Second, both groups of patterns are fuzzified in terms of fuzzy systems defined by the data miners and business analysts respectively. The extracted patterns are then fuzzified into two sets of fuzzily ranked pattern sets in terms of fitness functions tech_int() and biz_int(), respectively.

Third, we then aggregate these two fuzzy pattern sets to generate a final fuzzy ranking through developing fuzzy aggregation and ranking algorithms [24]. This final fuzzily ranked pattern set is recommended to users for their consideration. Although this strategy is a little bit fuzzy, it combines two perspectives of interestingness and balances individual contributions and diversities.

### 3.2. Towards Domain Driven Data Mining

Recently, research on theoretical frameworks of actionable knowledge discovery has emerged as a new trend. [25] proposed a high-level microeconomic framework regarding data mining as an optimization of decision “utility”. [7] built a product recommender which maximizes net profit. In [26], action rules are mined by distinguishing all stable attributes from some flexible ones. Additional work includes enhancing the actionability of pattern mining in traditional data mining techniques such as association rules [6], multi-objective optimization in data mining [23], role model-based actionable pattern mining [27], cost-sensitive learning [28] and postprocessing [29], etc.

A more thorough and fundamental direction is to develop a practical data mining methodology for real-world actionable knowledge discovery, i.e., domain driven data mining. Contrasting a data-driven perspective, [8,2,9,10,11] proposed a domain-driven data mining methodology which highlights actionable knowledge discovery through involving domain knowledge, human cooperation and reflecting business constraints and
expectations. The motivation of domain driven data mining is to complement and enhance existing data mining methodologies and techniques through considering and involving real-world challenges. The fundamental idea of domain driven data mining is the paradigm shift from data-centered hidden pattern mining to domain-driven actionable knowledge discovery. Fundamentally, we highlight the significant involvement, development, support and meta-synthesis of the following four types of intelligence [30].

**In-depth data intelligence.** This is to let data tell stories about a business problem, rather than just interesting patterns. For instance, in financial data mining, in-depth rules from general trading patterns may disclose more workable knowledge in stock market data.

**Human intelligence.** This is to study how to involve human roles and knowledge in actionable knowledge discovery. For instance, studies can be on the dynamic involvement of humans and human knowledge in dynamic mining.

**Domain intelligence.** This is to study how domain knowledge and environment can be involved to enhance knowledge actionability. For instance, system support is studied on domain-specific organizational constraints and expectations in discovering actionable patterns.

**Web intelligence.** This is to study how Web resources and support can be utilized to strengthen actionable knowledge discovery.

**Intelligence meta-synthesis.** Finally, it is critical for us to synthesize all above intelligence into an integrative actionable knowledge discovery system. This involves the development of an appropriate infrastructure, an operational process, a communication language, knowledge representation and mapping, etc.

We believe the research on domain-driven actionable knowledge discovery can provide concrete and practical guidelines and hints for the corresponding theoretical research in a general manner.

4. Conclusions

Actionable knowledge discovery is widely recognized as one of major challenges and prospects of next-generation KDD research and development. With increasing number of enterprise data mining applications, the progress in this area may greatly benefit enterprise operational decision making. On the other hand, it is obvious that it is not a trivial task to identify knowledge of interest to business expectations. A typical problem is the involvement and handling of business interestingness in actionable knowledge discovery. This involves the representation and modeling of business interestingness, as well as the balance of technical significance and business expectations.

In this paper, we analyze the evolution of interestingness research and development in data mining. In particular, we highlight the significant phase of considering both technical and business interestingness from both objective and subjective perspectives. This phase addresses the requirements of actionable knowledge discovery and provides a framework for it. We illustrate how business expectations can be modelled through real-world applications of discovering activity patterns in social security data.

Mining knowledge that can satisfy user needs and support users to take actions to their advantage is not an easy task. Following the proposed high-level knowledge action-
ability framework, we believe the following efforts are promising for actionable knowledge discovery: (i) developing a domain-oriented general business interestingness framework, such as, cost-benefit or profit-risk metrics, (ii) developing synthesis frameworks for combining and balancing multiple technical and business interestingness objectives.
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Introduction

With the increased complexity of security threats, such as malicious Internet worms, denial of service (DoS) attacks, and e-business application attacks, achieving efficient network intrusion security is critical to maintaining a high level of protection. The efficient design of intrusion detection systems (IDS) is essential for safeguarding organizations from costly and debilitating network breaches and for helping to ensure business continuity. An IDS is a program that analyzes what happens or has happened in a computer network and tries to find indications that the computer has been misused. An IDS will typically monitor network traffic data passing through the network in order to generate an alert when an attack event is taking place. On the other hand, two different kinds of detection schemes can be applied to detect attacks in the data being monitored. Signature-based detection systems try to find attack signatures in the data monitored. Anomaly detection systems rely on the knowledge of what should be the normal behaviour of the monitored data to flag any deviation of the normal behaviour as an attack event, so they need a model of what normal behaviour is. Machine learning algorithms [1] can be trained with labelled network traffic data so that it can classify unknown traffic data captured from a computer
A signature-based Intrusion Detection System

Besides maximizing the performance, the so-called feature selection stage [2] aims to simplify the complexity and improve the accuracy of the classification system eliminating irrelevant features.

Evolutionary algorithms (EAs) [3,4] are stochastic optimization procedures which apply a transformation process (crossover and mutation operators), inspired by the species natural evolution, to a set (population) of coded solutions (individuals) to the problem. These procedures have revealed great success in dealing with optimization problems with several solutions [5,6] due to their special ability to explore large search spaces and capture multiple solutions in a single run.

In this context, the present work investigates the use of EAs as a new alternative signature-based IDS approach to those reported in the literature. For that, EAs will be used to train a supervised machine learning algorithm (two constituents of what is known as “soft-computing”) consisting of a binary K-Nearest Neighbour (KNN) classifier. The Evolutionary Algorithm used is based on deterministic crowding [9]. After the training process, which can be seen as a multisolution optimization problem, information is retrieved about the features leading to good classification performance when using a KNN binary classifier.

This work is organized as follows: in Section 2, the overall methodology proposed in this paper is described. Then, Section 3 shows some experimental work.
carried out by using labelled network traffic data provided by DARPA [7]. Finally, Section 4 is devoted to discussing the main findings and conclusions.

1. Materials and Methods

The general framework proposed in this work is depicted in Fig. 2. First of all, network data (IP packets) are organized into data flows. Then, n features – previously defined- characterizing the data flows are extracted to obtain an n-dimensional feature vector representing the network traffic in a given time window. A binary classifier is trained to classify each feature vector as belonging to normal traffic or malicious traffic. The training of the classifier is thus formulated as an optimization problem addressed by an evolutionary algorithm. The optimization problem consists of maximizing the performance classification of the binary classifier. A candidate solution to the problem is an n-dimensional weight vector. Each component of the weight vector is a real number ranging between 0 and 1 and represents the degree of importance of each feature in the classification algorithm. The fitness of a given weight vector – necessary to guide the search of the evolutionary algorithm – is the performance classification obtained by the binary classifier when the feature vectors are multiplied by the said weight vector. The performance classification is obtained by comparing the real labels of the feature vectors to the decision label computed by the binary classifier.

![Diagram](image)

**Fig. 2.** Methodology for training a KNN algorithm for network traffic data classification by using an evolutionary algorithm for feature selection.
Due to the fact that the EA works with a population of \( k \) individuals (see Fig. 2) candidate solutions, different choices of weight vectors can be explored in a single iteration of the algorithm. If the necessary diversity maintenance mechanism \([8]\) is incorporated into the EAs, the solutions found will be geometrically different from each other, providing flexibility to select the features to be considered in the intrusion detection system. This is of great importance due to the fact that the extraction of some features can be less time-consuming than others (i.e. they can be computed by using a smaller time window or they have less complex extraction).

A K-nearest neighbour (KNN) algorithm is chosen as binary classifier in this work due to the simplicity of its implementation. A KNN algorithm computes the class (decision label) an observation belongs to as the class of the majority of the \( k \) nearest labelled observations of a reference model. Thus, Euclidean distances in the feature space from the observation to all the members of the reference model have to be previously computed. Due to the fact that a KNN algorithm is a distance-based method, the feature vectors are normalized to have a value ranging between 0 and 1 by dividing each original feature value by its variance in the reference model.

A Deterministic Crowding \([9, 10]\) technique has been embodied in the design of the evolutionary algorithm implemented in this work in order to improve the chances of obtaining diversified solutions from this natural multimodal optimisation problem. Deterministic crowding \([9]\) (see Fig. 3) is chosen as diversity maintenance technique for two main reasons: (1) it shows a good performance in several comparative studies with some other methods \([8, 10]\); (2) In contrast with other techniques like Clearing \([11]\) or fitness sharing \([4]\), there is no need to determine any user parameter. The distance metric in step 08 (Fig. 3) is defined in the weight vector search space (genotype distance) to encourage dissimilarity between features contained in the solutions. The algorithm used for training the KNN classifier is shown in Fig. 3.

---

**Deterministic Crowding Procedure**

1. Create randomly Population \( P \) of Candidate Solutions (individuals) of Size \( \text{Popsize} \)
2. While (stop condition) FALSE
3. \( P^* = \emptyset \)
4. While (Sizeof \( P^* \) ≠ \( \text{Popsize} \))
5. Select two individuals \( p_1 \) and \( p_2 \) from \( P \) (without replacement)
6. Crossover \( p_1 \) and \( p_2 \) to obtain \( h_1 \) and \( h_2 \)
7. Mutate \( h_1 \) and \( h_2 \) to obtain \( c_1 \) and \( c_2 \) (with mutation probability rate \( p_{mut} \))
8. If
   - Distance \( (p_1, c_1) + \) Distance \( (p_2, c_2) \) ≤ [Distance \( (p_1, c_2) + \) Distance \( (p_2, c_1) \)]
     - If \( c_1 \) is better than \( p_1 \) then \( P^* = P^* \cup \{c_1\} \) else \( P^* = P^* \cup \{p_1\} \)
     - If \( c_2 \) is better than \( p_2 \) then \( P^* = P^* \cup \{c_2\} \) else \( P^* = P^* \cup \{p_2\} \)
   - Else
     - If \( c_1 \) is better than \( p_2 \) then \( P^* = P^* \cup \{c_1\} \) else \( P^* = P^* \cup \{p_2\} \)
     - If \( c_2 \) is better than \( p_1 \) then \( P^* = P^* \cup \{c_2\} \) else \( P^* = P^* \cup \{p_1\} \)
9. EndWhile
10. Evaluate the Performance of each candidate solution in \( P \) using the Diagnostic Scheme (K- nearest neighbourn classifier)
11. EndWhile

---

Fig. 3. Evolutionary Algorithm based on deterministic crowding used for training the classifier.
2. Case Study

For the purpose of testing the aforementioned classifier methodology, a database containing information about the traffic in network that was created by DARPA [7] for training purposes has been used. This database was built with simulated network traffic data containing normal traffic data and 22 different kinds of computer attacks that fall in one of the following groups:

- **DoS (Denial of Service):** the attacker targets some computing or memory resource and makes it too busy or full to handle legitimate requests, or denies legitimate user access to that resource, for example SYN flood, ping of death, smurf, etc.
- **R2U (Remote to User):** the attacker exploits some vulnerability to gain unauthorized local access from a remote machine, for example guessing password.
- **U2R (User to Root):** the attacker has access to a normal user account (obtained legitimately or otherwise) and using this is able to gain root access by exploiting a vulnerability hole in the system, for example buffer overflow attacks.
- **PROBE (Probing):** attacker scans the network to gather information or find known vulnerabilities. An attacker with a map of machines and services that are available on a network can use this information to look for weak points, for example through port scan.

There are 41 features present in the data set. The first 9 of these are “intrinsic” features, which describe the basic features of individual TCP data flows (TCP connections), and can be obtained from raw tcpdump output. The remaining features have been constructed as described in [12, 13]. Thus, features 10 to 22 are content-based features obtained by examining the data portion (payload) of a TCP data flow and suggested by domain knowledge. Features 23 to 41 are “traffic-based” features that are computed using a window. Features 23 to 31 use a two-second time window (“time-based”), and features 32 to 41 are constructed using a window of 100 TCP connections (“host-based”). The reasons for the different windows is that the DoS and PROBE attacks were shown to involve many TCP connections in a short time frame, whereas R2U and U2R attacks are embedded in the data portions of the TCP connections and normally involve a single TCP connection.

In this work, only the detection of attacks falling in the category of DoS attacks is addressed. On the other hand, only numerical features have been considered from the original feature set. In this way, only 6 out of the 9 “intrinsic” features have been used in this work (see Tables 1 and 2 for a complete list of features considered). As part of the pre-processing of the database, duplicate data were withdrawn. Training and evaluation were performed by a random selection of 500 feature vectors labelled as normal traffic, and 500 feature vectors classified as DoS attacks.
### Table 1. Subset of DARPA database features used in this work (part I).

<table>
<thead>
<tr>
<th>#</th>
<th>Name of Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Duration</td>
<td>Duration of the connection</td>
</tr>
<tr>
<td>2</td>
<td>Source bytes</td>
<td>Bytes sent from source to destination</td>
</tr>
<tr>
<td>3</td>
<td>Destination bytes</td>
<td>Bytes sent from destination to source</td>
</tr>
<tr>
<td>4</td>
<td>Land</td>
<td>1 if connection is from/to the same host/port; 0 otherwise</td>
</tr>
<tr>
<td>5</td>
<td>Wrong fragment</td>
<td>Number of wrong fragment</td>
</tr>
<tr>
<td>6</td>
<td>Urgent</td>
<td>Number of urgent packets</td>
</tr>
<tr>
<td>7</td>
<td>Hot</td>
<td>Number of “hot” indicators</td>
</tr>
<tr>
<td>8</td>
<td>Failed logins</td>
<td>Number of failed logins</td>
</tr>
<tr>
<td>9</td>
<td>Logged in</td>
<td>1 if successfully logged in; 0 otherwise</td>
</tr>
<tr>
<td>10</td>
<td># compromised</td>
<td>Number of “compromised” conditions</td>
</tr>
<tr>
<td>11</td>
<td>Root shell</td>
<td>1 if root shell is obtained; 0 otherwise</td>
</tr>
<tr>
<td>12</td>
<td>Su attempted</td>
<td>1 if “su root” command attempted; 0 otherwise</td>
</tr>
<tr>
<td>13</td>
<td>#root</td>
<td>Number of “root” accesses</td>
</tr>
<tr>
<td>14</td>
<td>#file creations</td>
<td>Number of file creations operations</td>
</tr>
<tr>
<td>15</td>
<td>#shells</td>
<td>Number of shells prompts</td>
</tr>
<tr>
<td>16</td>
<td>#access files</td>
<td>Number of operations on access control files</td>
</tr>
<tr>
<td>17</td>
<td>#outbound cmds</td>
<td>Number of outbounds commands in an ftp session</td>
</tr>
<tr>
<td>18</td>
<td>hot login</td>
<td>1 if the login belongs to the “hot” list; 0 otherwise</td>
</tr>
<tr>
<td>19</td>
<td>guest login</td>
<td>1 if the login is a “guest” login; 0 otherwise</td>
</tr>
<tr>
<td>20</td>
<td>Count</td>
<td>Number of connections to the same host as the current connection in the past two seconds</td>
</tr>
<tr>
<td>21</td>
<td>Srv count</td>
<td>Number of connections to the same host as the current connection in the past two seconds</td>
</tr>
<tr>
<td>22</td>
<td>Serror rate</td>
<td>% of connections that have SYN errors</td>
</tr>
<tr>
<td>23</td>
<td>Srv serror rate</td>
<td>% of connections that have SYN errors</td>
</tr>
<tr>
<td>24</td>
<td>Rerror rate</td>
<td>% of connections that have REJ errors</td>
</tr>
<tr>
<td>25</td>
<td>Srv rerror rate</td>
<td>% of connections that have REJ errors</td>
</tr>
<tr>
<td>26</td>
<td>Same srv rate</td>
<td>% of connections to the same service</td>
</tr>
</tbody>
</table>
Table 2. Subset of DARPA database features used in this work (part II).

<table>
<thead>
<tr>
<th>#</th>
<th>Name of Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>diff srv rate</td>
<td>% of connections to the different services</td>
</tr>
<tr>
<td>28</td>
<td>srv diff host rate</td>
<td>% of connections to different hosts</td>
</tr>
<tr>
<td>29</td>
<td>dst host count</td>
<td>Count of connections having the same destination host</td>
</tr>
<tr>
<td>30</td>
<td>dst host srv count</td>
<td>Count of connections having the same destination host and using the same service</td>
</tr>
<tr>
<td>31</td>
<td>dst host same srv rate</td>
<td>% of connections having the same destination host and using the same service</td>
</tr>
<tr>
<td>32</td>
<td>dst host diff srv rate</td>
<td>% of different services on the current host</td>
</tr>
<tr>
<td>33</td>
<td>dst host same src port</td>
<td>% of connections to the current host having the same source port</td>
</tr>
<tr>
<td>34</td>
<td>dst host srv diff host rate</td>
<td>% of connections to the same service coming from different hosts</td>
</tr>
<tr>
<td>35</td>
<td>dst host serror rate</td>
<td>% of connections to the current host that have S0 error</td>
</tr>
<tr>
<td>36</td>
<td>dst host srv serror rate</td>
<td>% of connections to the current host and specified service that have an S0 error</td>
</tr>
<tr>
<td>37</td>
<td>dst host rerror rate</td>
<td>% of connections to the current host that have an RST error.</td>
</tr>
<tr>
<td>38</td>
<td>dst host srv rerror rate</td>
<td>% of connections to the current host and specified service that have an RST error.</td>
</tr>
</tbody>
</table>

The classification result can fall into one of the following cases: (1) The algorithm classifies the traffic as malicious and the traffic is in fact malicious (True Positive, TP); (2) The algorithm classifies the traffic as normal and the traffic is in fact normal (True Negative, TN); (3) The algorithm classifies the traffic as malicious but the traffic is normal (False Positive, FP); (4) The algorithm classifies the traffic as normal but the traffic is malicious (False Negative, FN).

Based on these cases, two different functions have been considered as classification performance indicators:

- Classification Accuracy (C): represents the ratio between the values of correctly classified and overall traffic.

\[
C = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

- Sensitivity (S): represents the ratio between the values of detected and total malicious traffic.

\[
S = \frac{TP}{TP + FN} \tag{2}
\]
The value of the measures $C$ and $S$ is calculated by applying the leave-one-out method [14]. In each cycle, one vector is selected from the database as the test element. This vector is classified with the rest of the individuals in the population serving as classification references. Then the following four counters are updated: True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). Finally $C$ and $S$ are calculated following Eq. (1) and Eq. (2). It is important to mention that only Classification Accuracy is taken into account to guide the search of the evolutionary algorithm.

The crossover operator used in the deterministic crowding procedure is a single-point real-coded operator. Two different types of mutation have been considered: uniform mutation – Eq. (3) – and Gaussian mutation – Eq. (4) –. Both are computed respectively as:

$$w'_j = U(0,1)$$  \hspace{1cm} (3)$$

$$\mu = w_j$$  \hspace{1cm} (4)$$

$$\sigma = \sqrt{\min\left(1-w_j, w_j\right)}$$

$$w'_j = N(\mu, \sigma)$$

Then, the new weight components are obtained by applying mutation using a uniform distribution function and a normal distribution function, respectively. Each type of mutation is used with a probability of 0.5. The mutation rate probability has been set to 0.6.

The Evolutionary Algorithm ran for 400 iterations with 50 candidate solutions (individuals) with classifications accuracies ranging between 95% and 99%. Four of the found solutions (weight vectors) are shown in Table 3.

These level of high classification accuracies have also been obtained by other authors addressing Denial of Service attack detection in DARPA database. In this sense, [15] is an excellent review of the different machine learning algorithms applied to the database used in this work.

According to this study, the best performance (97.85% of classification accuracy) for Denial of Service computer attack detection is reached by using a k-means clustering [16]. Nevertheless, other algorithms reach similar performance (96.9% by using a classifier based on rules [17] and 97.5% by using a classifier based on decision-trees [18]). As can be seen, the algorithm used in this work obtains similar results. However, it has the important advantage of obtaining different subsets of weighted features to be used in the classifier. In this way, as an example, feature #12 is weighted nearly 0 in solution #1 but its weight is nearly 1 in solution #2 (both of them leading to similar classification accuracies and sensibilities). On the other hand, solutions with higher sensitivity are better than others with lower sensitivity. The retrieval of several solutions during the optimization of the classifier enables us to give a certain degree of flexibility for choosing the features to be used in the detection (for example those of easier extraction from the network traffic data). To the best of
the authors’ knowledge, this approach to the design of intrusion detection systems has not been addressed in previous specialized work dealing with the use of machine learning algorithms for computer attack detection applications.

Table 3. Classification accuracy and Sensibility of five of the found solutions (weight vectors) to the problem of DARPA Denial of Service attack detection

<table>
<thead>
<tr>
<th>#Feature</th>
<th>Solution #1</th>
<th>Solution #2</th>
<th>Solution #3</th>
<th>Solution #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.80</td>
<td>0.37</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>0.73</td>
<td>0.00</td>
<td>0.90</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>0.21</td>
<td>0.75</td>
<td>0.14</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>0.07</td>
<td>0.06</td>
<td>0.29</td>
<td>0.06</td>
</tr>
<tr>
<td>5</td>
<td>0.83</td>
<td>0.96</td>
<td>1.00</td>
<td>0.82</td>
</tr>
<tr>
<td>6</td>
<td>0.33</td>
<td>0.85</td>
<td>0.87</td>
<td>0.24</td>
</tr>
<tr>
<td>7</td>
<td>0.92</td>
<td>0.46</td>
<td>0.47</td>
<td>0.92</td>
</tr>
<tr>
<td>8</td>
<td>0.99</td>
<td>0.18</td>
<td>0.18</td>
<td>0.99</td>
</tr>
<tr>
<td>9</td>
<td>0.47</td>
<td>0.40</td>
<td>0.75</td>
<td>0.25</td>
</tr>
<tr>
<td>10</td>
<td>0.40</td>
<td>0.10</td>
<td>0.47</td>
<td>0.40</td>
</tr>
<tr>
<td>11</td>
<td>0.87</td>
<td>1.00</td>
<td>0.22</td>
<td>0.87</td>
</tr>
<tr>
<td>12</td>
<td>0.98</td>
<td>0.04</td>
<td>0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>13</td>
<td>0.42</td>
<td>0.63</td>
<td>0.95</td>
<td>0.42</td>
</tr>
<tr>
<td>14</td>
<td>0.75</td>
<td>0.63</td>
<td>0.21</td>
<td>0.96</td>
</tr>
<tr>
<td>15</td>
<td>0.60</td>
<td>0.23</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>16</td>
<td>0.94</td>
<td>0.91</td>
<td>0.25</td>
<td>0.59</td>
</tr>
<tr>
<td>17</td>
<td>0.46</td>
<td>0.25</td>
<td>0.72</td>
<td>0.91</td>
</tr>
<tr>
<td>18</td>
<td>0.99</td>
<td>0.48</td>
<td>0.62</td>
<td>0.50</td>
</tr>
<tr>
<td>19</td>
<td>0.61</td>
<td>0.75</td>
<td>0.54</td>
<td>0.12</td>
</tr>
<tr>
<td>20</td>
<td>0.90</td>
<td>0.56</td>
<td>0.58</td>
<td>0.86</td>
</tr>
<tr>
<td>21</td>
<td>0.52</td>
<td>0.03</td>
<td>0.91</td>
<td>0.75</td>
</tr>
<tr>
<td>22</td>
<td>0.30</td>
<td>0.60</td>
<td>0.46</td>
<td>0.74</td>
</tr>
<tr>
<td>23</td>
<td>0.75</td>
<td>0.91</td>
<td>0.52</td>
<td>0.50</td>
</tr>
<tr>
<td>24</td>
<td>0.45</td>
<td>0.66</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>25</td>
<td>0.75</td>
<td>0.29</td>
<td>0.93</td>
<td>0.62</td>
</tr>
<tr>
<td>26</td>
<td>0.15</td>
<td>0.75</td>
<td>0.95</td>
<td>0.16</td>
</tr>
<tr>
<td>27</td>
<td>0.25</td>
<td>0.76</td>
<td>0.80</td>
<td>0.68</td>
</tr>
<tr>
<td>28</td>
<td>0.19</td>
<td>0.09</td>
<td>0.08</td>
<td>0.90</td>
</tr>
<tr>
<td>29</td>
<td>0.64</td>
<td>0.08</td>
<td>0.33</td>
<td>0.58</td>
</tr>
<tr>
<td>30</td>
<td>0.45</td>
<td>0.80</td>
<td>0.49</td>
<td>0.89</td>
</tr>
<tr>
<td>31</td>
<td>0.75</td>
<td>0.25</td>
<td>0.59</td>
<td>0.43</td>
</tr>
<tr>
<td>32</td>
<td>0.75</td>
<td>0.53</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>33</td>
<td>0.12</td>
<td>0.10</td>
<td>0.58</td>
<td>0.29</td>
</tr>
<tr>
<td>34</td>
<td>0.90</td>
<td>0.04</td>
<td>0.61</td>
<td>0.76</td>
</tr>
<tr>
<td>35</td>
<td>0.42</td>
<td>0.02</td>
<td>0.29</td>
<td>0.78</td>
</tr>
<tr>
<td>36</td>
<td>0.50</td>
<td>0.73</td>
<td>0.51</td>
<td>0.20</td>
</tr>
<tr>
<td>37</td>
<td>0.42</td>
<td>0.62</td>
<td>0.94</td>
<td>0.29</td>
</tr>
<tr>
<td>38</td>
<td>0.98</td>
<td>0.89</td>
<td>0.41</td>
<td>0.93</td>
</tr>
<tr>
<td>C (%)</td>
<td>97.2</td>
<td>97.3</td>
<td>97.2</td>
<td>94.4</td>
</tr>
<tr>
<td>S (%)</td>
<td>98.1</td>
<td>98.4</td>
<td>98.1</td>
<td>99.0</td>
</tr>
</tbody>
</table>

3. Summary

This work addresses the problem of attack detection by using a new methodology consisting of a K-Nearest Neighbour binary classifier which produces a decision label (malicious traffic or normal traffic) by processing a feature vector representing the network traffic during a given window time. The features are automatically weighted
by using an evolutionary algorithm in order to optimize the performance of the KNN Classifier. The retrieval of more than one solution during the optimization process gives a certain degree of flexibility to choose the features to be used in the detection process. The methodology has been preliminarily applied to the Denial of Service attack detection problem contained in the DARPA database and has been validated by using the leave-one-out method. As future work, the authors intend to explore the performance of this methodology on other network traffic databases and sets of features.
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Abstract. In recent years, the academic circle has been paying increasing attention to the economic development in the Yangtze Delta of China, particularly its continuous development driven by growing Foreign Direct Investment (FDI). This article studies, by way of quantitative analysis, the correlation between FDI and economic development in the Yangtze Delta, and on this basis, analyzes the squeezing-in and out effect of FDI on the regional economic development, and draw some the conclusion.
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Introduction

Foreign Direct Investment (FDI) in the Yangtze Delta shows a continual upward trend in 2007. The FDI actually absorbed and utilized in China in 2006 was USD 69.47 billion, topping the record of USD 60 billion in 2004. In the same year, the GDP in the Yangtze Delta amounted to RMB 4749.433 billion with the FDI actually utilized and introduced totaling USD33.427 billion, which was a historical breakthrough. According to statistics issued by the relevant departments, the Yangtze Delta has become a strong magnetic field in attracting foreign investment. With such a historical background, this article attempts to explore the correlation between FDI and the economic growth in the Yangtze Delta and perform an in-depth analysis on the squeezing-in and out effect of FDI on investment in this Region.

1. The Correlation Between FDI and Economic Development in the Yangtze Delta

In measuring the importance of FDI to the economic growth of the Yangtze Delta, we used the ratio between the cumulative amount of FDI and GDP (namely, the FDI/GDP ratio), the rationale being that the economic growth in a certain area is usually reflected by the growth of GDP, and that the ratio between the cumulative amount of FDI and
the GDP of the Yangtze Delta is one of the important indicators measuring the contribution of FDI absorption and utilization in the Region to its economic growth.

In order to verify the correlation between FDI and economic growth in the Yangtze Delta from the quantitative perspective, this article uses the unary linear regression method to study the relationship between the actual FDI and the GDP growth in this Region. In order to reduce errors and make this article more scientific, changes of foreign exchange rate in different periods have been considered while studying the ratio between total amount of FDI and GDP in the Region.

The GDP in the Yangtze Delta has been undergoing steady and fast increase since 1990. It was USD 64.195 billion in 1990, and increased to USD 595.652 billion in 2006, representing an increase of 827.88%. The fast increase in the total output requires a certain amount of production factors to match it, which brings about a smooth process of social reproduction. As an integral part of the total amount of production factors, FDI promotes economic growth through the national economic cycle system in the Yangtze Delta. In 1990, the amount of actually absorbed FDI was USD 366 million in the Region, and it increased to USD 33.427 billion in 2006, representing more than a 90-fold growth (see Table 1).

Table 1. Relationship between Cumulative Actual FDI and GDP in the Yangtze Delta. Source of data: Relative statistics from the Almanac of Statistics of Shanghai, the Almanac of Statistics of Jiangsu Province and the Almanac of Statistics of Zhejiang Province in different years. FDI is the cumulative amount since 1990. GDP is converted into US dollars as per the average mean of foreign exchange rate between RMB and USD.[2][3][4][5]

<table>
<thead>
<tr>
<th>Item/Year</th>
<th>cumulative actual FDI</th>
<th>GDP in the Yangtze Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>3.66</td>
<td>641.95</td>
</tr>
<tr>
<td>1991</td>
<td>8.67</td>
<td>672.01</td>
</tr>
<tr>
<td>1992</td>
<td>37.52</td>
<td>836.90</td>
</tr>
<tr>
<td>1993</td>
<td>101.04</td>
<td>1114.09</td>
</tr>
<tr>
<td>1994</td>
<td>181.48</td>
<td>1008.99</td>
</tr>
<tr>
<td>1995</td>
<td>274.37</td>
<td>1334.33</td>
</tr>
<tr>
<td>1996</td>
<td>387.45</td>
<td>1569.90</td>
</tr>
<tr>
<td>1997</td>
<td>508.49</td>
<td>1770.70</td>
</tr>
<tr>
<td>1998</td>
<td>624.57</td>
<td>1917.56</td>
</tr>
<tr>
<td>1999</td>
<td>731.36</td>
<td>2065.04</td>
</tr>
<tr>
<td>2000</td>
<td>844.37</td>
<td>2312.18</td>
</tr>
<tr>
<td>2001</td>
<td>98.163</td>
<td>2555.98</td>
</tr>
<tr>
<td>2002</td>
<td>1167.19</td>
<td>2861.62</td>
</tr>
<tr>
<td>2003</td>
<td>1438.21</td>
<td>3393.42</td>
</tr>
<tr>
<td>2004</td>
<td>1691.80</td>
<td>4070.19</td>
</tr>
<tr>
<td>2005</td>
<td>1969.33</td>
<td>4940.19</td>
</tr>
<tr>
<td>2006</td>
<td>2303.60</td>
<td>5956.52</td>
</tr>
</tbody>
</table>
$X$ refers to the cumulative amount of FDI, and variable $Y$ refers to the GDP. The empirical formula between $X$ and $Y$ is established as per the statistics shown in Table 1. The scatter chart (Figure 1) shows that the distribution is approximately a straight line, which indicates that a linear relationship exists between the variables.

The regression equation is $y_c = a + bx$, where, $a$ and $b$ are the parameters to be determined and $y_c$ is the estimate of $y$. Using the least squares method, we have $a = 645.08$ and $b = 2.12$.

The correlation between variable $x$ and $y$ and the reliability of the regression equation can be tested with the coefficient of determination $R^2[1]$, which can be obtained through calculation as $R^2 = 0.9855$. This means that the cumulative amount of FDI can explain 98.55% of the variation of the GDP. The model selected gives a fairly good fit to the actual data. Meanwhile, the $F$ value is 1017.46, much higher than the critical value, and the linear relationship of the model is significant at the 95% level. The regression analysis results are shown in Table 2.

Since the $DW^{[1]}$ statistic is 0.64, which is below the critical lower-bound value 1.13, the model has first-order serial correlation. The Lagrange multiplier test indicates that it also has higher-order serial correlation. The White Heteroscedasticity Test results are as follows (see Table 3).

Its adjoint probability is 0.01<0.05, so the null hypothesis of variance homoscedasticity should be rejected, that is, the model has heteroscedasticity. In order to eliminate the serial correlation, the Cochrane-Orcutt Iterative Method was employed to conduct general differential conversion. The adjusted regression result is $y_c = 257.43 + 2.47x$. The test results indicate the elimination of serial correlation, and the White test shows no heteroscedasticity.

---

1. One of the basic hypotheses of the classical linear regression model is that the residual $u_t$ of PRF does not have serial autocorrelation. The DW test was developed by J. Durbin and G.S. Watson in 1951 to test serial autocorrelation of residuals. It is only suitable for testing whether the residuals have first-order serial correlation.

\[ DW = \frac{\sum_{t=2}^{n} (\hat{e}_t - \hat{e}_{t-1})^2}{\sum_{t=1}^{n} e_t^2} \]

The test criteria is: if $0 < DW < d_L$, there exist positive autocorrelation; if $d_L < DW < d_U$, it cannot be determined if there is correlation; if $d_U < DW < 4 - d_U$, there is no autocorrelation; if $4 - d_U < DW < 4$, there exist negative autocorrelation. $d_L$ and $d_U$ are the critical values found in the DW distribution table according to $n$ and $k$ and the set $\alpha$.

2. When the residual $u_t$ is only correlated with the value at time $t - 1$,

\[ E(u_t u_{t-1}) \neq 0 \quad t = 2, \ldots, n \]

the correlation is called first-order serial correlation.

3. When the value of $u_t$ is not only correlated with the value at time $t - 1$, but also correlated with the value at time $t - 2, \ldots$,

\[ u_t = f(u_{t-1}, u_{t-2}, \ldots) \]

the correlation is called higher-order serial correlation.
Its adjoint probability is $0.01 < 0.05$, so the null hypothesis of variance homoscedasticity should be rejected, that is, the model has heteroscedasticity. In order to eliminate the serial correlation, the Cochrane-Orcutt Iterative Method was employed to conduct general differential conversion. The adjusted regression result is $y = 257.43 + 2.47x$. The test results indicate the elimination of serial correlation, and the White test shows no heteroscedasticity.

Table 2. Results of regression analysis.

<table>
<thead>
<tr>
<th>Constant and explanatory variable</th>
<th>Estimate of parameter</th>
<th>Standard error of the parameters</th>
<th>t statistics</th>
<th>Sig. (two-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>645.0769</td>
<td>69.42580</td>
<td>9.291602</td>
<td>0.0000</td>
</tr>
<tr>
<td>X</td>
<td>2.116678</td>
<td>0.066358</td>
<td>31.89764</td>
<td>0.0000</td>
</tr>
<tr>
<td>Coefficient of Determination</td>
<td>0.985472</td>
<td>Mean of explained variable</td>
<td>2295.431</td>
<td></td>
</tr>
<tr>
<td>Adjusted coefficient of determination</td>
<td>0.984503</td>
<td>Standard deviation of explained variable</td>
<td>1533.251</td>
<td></td>
</tr>
<tr>
<td>Standard deviation of the regression equation</td>
<td>190.8696</td>
<td>Chichi information principle</td>
<td>13.45119</td>
<td></td>
</tr>
<tr>
<td>Residual sum of squares</td>
<td>546467.8</td>
<td>Shiwa information principle</td>
<td>13.54921</td>
<td></td>
</tr>
<tr>
<td>Logarithm of the likelihood function</td>
<td>-112.3351</td>
<td>F statistic</td>
<td>1017.46</td>
<td></td>
</tr>
<tr>
<td>DW statistic</td>
<td>0.638864</td>
<td>Probability of F statistic</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Results of White heteroscedasticity test.

<table>
<thead>
<tr>
<th></th>
<th>F-statistic</th>
<th>Obs*R-squared</th>
<th>Probability</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.008951</td>
<td>6.008049</td>
<td>0.046406</td>
<td>0.049587</td>
</tr>
</tbody>
</table>

Figure 1. Scatter Chart of GDP and cumulative amount of FDI in the Yangtze River Delta.
It can be shown from the above analysis that the linear relation between $x$ and $y$ is significant, therefore, there is certain reliability in using the regression equation to make predictions, that is, there is an evident linear relation between the cumulative amount of FDI and the GDP of the Yangtze Delta, which means that there is a fairly close correlation between the FDI and GDP growth in the Yangtze Delta. Therefore, we can say that the FDI has promoted economic growth in the Yangtze Delta.

2. Analysis on the Squeezing In and Out Effect of FDI on Investment in the Yangtze Delta

The above analysis shows that FDI has promoted the economic development in the Yangtze Delta fairly well. However, with the increase of FDI scale, the marginal effect of FDI might decrease. Therefore, the appraisal of the squeezing-in and out effect of FDI on the domestic investment in the Yangtze Delta will be an indispensable part while appraising the effect of FDI on the economic growth in the Yangtze Delta. If investment from multinational companies squeezes in the domestic investment, the FDI promotes the new upstream or downstream investment flow in the region; or rather, FDI will have a squeezing-out effect on the regional investment, that is, it will replace certain domestic investment in the region, which will not contribute to the increase of total investment or capital in the region. Instead, it will squeeze out some of the investment in the region and thus bring about a certain negative external impact on the macro economy. Therefore, this article attempts to use a Total Investment Model and use the long-term coefficient of the squeezing-in and out effect of FDI to analyze this effect of FDI on the investment in the Yangtze Delta.

2.1. The Model and Method of Squeezing-in and Out

In order to evaluate the squeezing-in and out effect of FDI on the investment in the Yangtze Delta, a Total Investment Model[6] will have to be set up first. The total investment in a certain period equals domestic investment plus foreign investment in the region as shown in Eq. (1).

$$I_t = I_{d,t} + I_{f,t}$$  \hspace{1cm} (1)

As for foreign investment, only the FDI is considered here, usually there is a time lapse between FDI inflows and the formation of actual investment as shown in Eq. (2).

$$I_{f,t} = \Phi F_t + \Phi_1 F_{t-1} + \Phi_2 F_{t-2}$$  \hspace{1cm} (2)

Of the many factors influencing the domestic investment, we only select two variables: the prophase investment increase and the investment level as shown in Eq. (3).

$$I_{d,t} = \Phi_{d0} + \Phi_1 G_{t-1} + \Phi_2 G_{t-2} + \lambda_1 I_{t-1} + \lambda_2 I_{t-2}$$  \hspace{1cm} (3)
Then, we change the above formula into the total investment formula as shown in Eq. (4).

\[ I_t = \alpha + \beta_1 F_t + \beta_2 F_{t-1} + \beta_3 F_{t-2} + \beta_4 I_{t-1} + \beta_5 I_{t-2} + \beta_6 G_{t-1} + \beta_7 G_{t-2} + \varepsilon_t \]  

(4)

where \( I \) is the Investment ratio (total investment/GDP ratio), where \( I_t, I_{t-1}, I_{t-2} \) are the investment ratio in the year of \( t, t-1, t-2 \); \( F \) is the ratio between FDI in flow and GDP, where, \( F_t, F_{t-1}, F_{t-2} \) are respectively the ratio in the year of \( t, t-1, t-2 \); \( G \) is the GDP growth rate, where \( G_{t-1}, G_{t-2} \) are respectively the GDP growth rate in the year of \( t-1, t-2 \); \( \alpha \) is a constant; and \( \varepsilon \) is the serial incorrelation random error.

The following coefficient can be used to appraise the squeezing-in and out effect of FDI on domestic investment the in a relatively long period as shown in Eq. (5).

\[ \hat{\beta} = \frac{\sum_{j=1}^{5} \beta_j}{1 - \sum_{j=4}^{5} \beta_j} \]  

(5)

When \( \beta_j (j = 1, 2, \ldots, 5) \) is significant, the value of \( \hat{\beta} \) can be used to measure whether the FDI has squeezed the domestic investment of a country or a region in or out:

1. \( \hat{\beta} = 1 \), that is, in the long-term changes, a growth of 1% in the FDI/GDP will bring about 1% growth in the I/GDP, which shows that the investment of a multinational company is in parallel to the domestic investment. Under this circumstance, \( \sum_{j=4}^{5} \beta_j = 1 \).

2. \( \hat{\beta} > 1 \), that is, FDI has the squeezing-in effect on domestic investment in the long-term changes. That is, 1 unit of FDI brings about more than 1 unit of total investment. Under this circumstance, \( \sum_{j=4}^{5} \beta_j > 1 \).

3. \( \hat{\beta} < 1 \), that is, FDI has the squeezing-out effect on domestic investment in the long-term changes. That is, 1 unit of FDI brings about 1 unit decrease of total investment. That is to say, the FDI replaces domestic investment. Under this circumstance, \( \sum_{j=4}^{5} \beta_j > 1 \).

When \( \hat{\beta} \neq 1 \), FDI has external effect on the macro economy of the host country or region. The squeezing-in effect indicates positive external impact, and the squeezing-out effect indicates negative external impact.
2.2. Simulation results and analysis

The simulation analysis is done as per data in Table 4. The simulation results are divided into two situations:

Situation I: all 7 variables are used. The results of the regression analysis are shown in Results 1 in Table 5. The F Test is basically significant and the regression coefficient is not ideal. Where, \( \hat{\beta} = 2.67 \).

Situation II: Variable Gt-1 with the least reliability and significance level is removed. The results of the regression analysis are shown in Results 2 in Table 5. The simulation results are relatively ideal, and the reliability is relatively high. Where, \( \hat{\beta} = 2.30 \).

The results of the two kinds of simulation are both \( \hat{\beta} > 1 \), which shows that FDI has a squeezing-in effect on the investment in the Yangtze River Delta in the long term, that is, the utilization of FDI in the Yangtze River Delta has a positive effect from the investment perspective.

Table 4. Data on the investment equation variable. The investment ratio and GDP growth rate in the table are from the Almanac of Statistics of Shanghai, the Almanac of Statistics of Jiangsu Province and the Almanac of Statistics of Zhejiang Province in different years. The FDI/GDP ratio is calculated by the authors. GDP is converted into US dollars as per the average mean of foreign exchange rate between RMB and USD.

<table>
<thead>
<tr>
<th>Year</th>
<th>It</th>
<th>Ft</th>
<th>Ft-1</th>
<th>Ft-2</th>
<th>Gt-1</th>
<th>Gt-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>25.08</td>
<td>0.57</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1991</td>
<td>26.22</td>
<td>0.75</td>
<td>0.57</td>
<td>-</td>
<td>25.08</td>
<td>-</td>
</tr>
<tr>
<td>1992</td>
<td>30.99</td>
<td>3.45</td>
<td>0.75</td>
<td>26.22</td>
<td>25.08</td>
<td>29.03</td>
</tr>
<tr>
<td>1993</td>
<td>38.66</td>
<td>5.70</td>
<td>3.45</td>
<td>0.75</td>
<td>30.99</td>
<td>26.22</td>
</tr>
<tr>
<td>1994</td>
<td>39.80</td>
<td>7.97</td>
<td>5.70</td>
<td>3.45</td>
<td>38.66</td>
<td>30.99</td>
</tr>
<tr>
<td>1995</td>
<td>41.64</td>
<td>6.96</td>
<td>7.97</td>
<td>5.70</td>
<td>39.80</td>
<td>38.66</td>
</tr>
<tr>
<td>1996</td>
<td>42.28</td>
<td>7.20</td>
<td>6.96</td>
<td>7.97</td>
<td>41.64</td>
<td>39.80</td>
</tr>
<tr>
<td>1997</td>
<td>40.03</td>
<td>6.84</td>
<td>7.20</td>
<td>6.96</td>
<td>42.28</td>
<td>41.64</td>
</tr>
<tr>
<td>1998</td>
<td>39.99</td>
<td>6.05</td>
<td>6.84</td>
<td>7.20</td>
<td>40.03</td>
<td>42.28</td>
</tr>
<tr>
<td>1999</td>
<td>37.93</td>
<td>5.17</td>
<td>6.05</td>
<td>6.84</td>
<td>39.99</td>
<td>40.03</td>
</tr>
<tr>
<td>2000</td>
<td>37.26</td>
<td>4.89</td>
<td>5.17</td>
<td>6.05</td>
<td>37.93</td>
<td>39.99</td>
</tr>
<tr>
<td>2001</td>
<td>38.17</td>
<td>5.37</td>
<td>4.89</td>
<td>5.17</td>
<td>37.26</td>
<td>37.93</td>
</tr>
<tr>
<td>2002</td>
<td>40.55</td>
<td>6.48</td>
<td>5.37</td>
<td>4.89</td>
<td>38.17</td>
<td>37.26</td>
</tr>
<tr>
<td>2003</td>
<td>45.50</td>
<td>7.99</td>
<td>6.48</td>
<td>5.37</td>
<td>40.55</td>
<td>38.17</td>
</tr>
<tr>
<td>2004</td>
<td>39.15</td>
<td>6.23</td>
<td>7.99</td>
<td>6.48</td>
<td>45.50</td>
<td>40.55</td>
</tr>
<tr>
<td>2006</td>
<td>45.44</td>
<td>5.61</td>
<td>5.62</td>
<td>6.23</td>
<td>46.42</td>
<td>39.15</td>
</tr>
</tbody>
</table>
### Table 5.

Simulation results of the investment model and test of results. The numbers above the brackets are $\hat{\beta}$ values, the numbers in the brackets are t test values, * means significance at the 10% level and ** at the 5% level.

<table>
<thead>
<tr>
<th></th>
<th>Ft</th>
<th>Ft−1</th>
<th>Ft−2</th>
<th>It−1</th>
<th>It−2</th>
<th>Gt−1</th>
<th>Gt−2</th>
<th>Adjusted R²</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result 1</td>
<td>2.28</td>
<td>-2.78</td>
<td>-1.48</td>
<td>0.38</td>
<td>1.36</td>
<td>0.22</td>
<td>-0.03</td>
<td>0.299</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>(2.24) *</td>
<td>(-2.28)*</td>
<td>(-0.90)</td>
<td>1.23</td>
<td>2.09) *</td>
<td>1.24</td>
<td>(-0.14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result 2</td>
<td>2.45</td>
<td>-2.75</td>
<td>-1.81</td>
<td>0.43</td>
<td>1.48</td>
<td>0.20</td>
<td></td>
<td>0.665</td>
<td>5.63</td>
</tr>
<tr>
<td></td>
<td>(2.85) **</td>
<td>(-2.61) **</td>
<td>(-1.48)</td>
<td>(1.70)</td>
<td>(2.74) **</td>
<td>(2.17) *</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3. Empirical Analysis of the Squeezing-in Effect of FDI

The inflow of FDI has brought a tremendous amount of funding, advanced technology and managerial expertise to the Yangtze Delta, which has promoted its economic development and the adjustment of the industrial structure, increased employment opportunities and financial revenue, and also boosted the establishment of market economy mechanisms as well as the transformation of the business structure of state-owned enterprises in this Region. In general sense, in analyzing the impact of FDI on the economic growth of the host country (or region), we would generally consider the ratio between the FDI cumulative amount and the GDP of the host country (or region), and would also analyze factors conducive to the economic growth of the host country (or region). Such factors consist of a set of indicators, including capital formation indicators, industrial structure adjustment indicators, and employment generation indicators.

#### 3.1. FDI Accelerates Fund Accumulation on the Yangtze Delta and Contributes to its Economic Growth

The absorption and utilization of FDI may increase the cumulative amount of funding in the Region, accelerate capital formation, and enhance its investment level. At the end of December 2006, the FDI absorbed and actually utilized amounted to USD 230.36 billion, which accounts for a significant proportion of the total fixed asset investment in the Region. Back in 1985, FDI only made up 1.92% of the total fixed asset investment in the Region. The percentage went up to 2.27% in 1990, representing an increase of 92.19%, and it jumped to 20.03% in 1994, showing a sharp increase of 780.72% as compared with the figure in 1990. Although the growth rate slightly dipped in the following years, it has always remained above 12% (see Table 6). It can be concluded that FDI plays a positive role in capital formation and accumulation in the Yangtze Delta.

Fund accumulation brought about by FDI is significantly conducive to the growth of the economy in the Yangtze Delta as a result of the investment multiplication effect. In the past few years, FDI in the Region has witnessed an annual average growth rate of 32.59% – a figure far higher than its GDP growth rate of 14.94%.[7]
Table 6. Proportion of FDI in fixed asset investment in the Yangtze Delta in years 2001-2006. The FDI amount is the actual amount of FDI inflow. The total amount of fixed assets is converted into US dollars as per the average mean of foreign exchange rate between RMB and USD.

<table>
<thead>
<tr>
<th>Year</th>
<th>Total amount of fixed assets in the Yangtze Delta (hundred million USD)</th>
<th>FDI (hundred million USD)</th>
<th>Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>975.5</td>
<td>137.2</td>
<td>14.1</td>
</tr>
<tr>
<td>2002</td>
<td>1160.3</td>
<td>185.6</td>
<td>16.0</td>
</tr>
<tr>
<td>2003</td>
<td>1544.1</td>
<td>271.0</td>
<td>17.5</td>
</tr>
<tr>
<td>2004</td>
<td>1594.0</td>
<td>253.6</td>
<td>15.9</td>
</tr>
<tr>
<td>2005</td>
<td>2293.1</td>
<td>277.5</td>
<td>12.1</td>
</tr>
<tr>
<td>2006</td>
<td>2706.7</td>
<td>334.3</td>
<td>12.3</td>
</tr>
</tbody>
</table>

3.2. FDI Generates Considerable Employment Opportunities for the Yangtze Delta

The squeezing-in effect of FDI brings about a positive influence on the employment situation in the Yangtze Delta, namely it generates many job opportunities in this Region. From the practice of utilizing FDI, it can be predicted that the employment opportunities that FDI creates directly in the Yangtze Delta will grow steadily. Meanwhile, auxiliary enterprises and other sectors generating FDI generate more employment opportunities in the Yangtze Delta. Therefore, FDI absorption and utilization play a significant role in alleviating the employment pressure in the Region.

Rationally utilizing labour resource is an important way of improving economic efficiency, and also a key element in enhancing productivity. Therefore, this article employs the production factor contribution method to calculate and analyze the contribution rate of FDI enterprise growth to employment so as to reveal the trend of change in the employment rate.

The Cobb-Douglas Production Function Model is as follows:[8][9][10]

\[
Y = A \times K^\theta N^{1-\theta}
\]

(6)

In Eq. (6), \(Y\) refers to the added value of FDI enterprises, \(K\) refers to the annual average fixed assets, \(N\) stands for annual average employed population, and \(\theta\) is the elasticity coefficient. From Eq. (6), we have

\[
\log\left(\frac{Y}{K}\right) = \log A + (1 - \theta) \log\left(\frac{N}{K}\right)
\]

(7)

The estimate of \(\theta\) can be obtained using the Least Squares Method to estimate parameters in Eq. (7). Then, using the simplified model of Solow’s Growth Velocity Equation, \(y = (1 - \theta) \times n + \theta \times k\), we can calculate the contribution rate of the growth of FDI enterprise output value on employment. In this formula, \(y\) refers to the added value of FDI enterprises, \(n\) stands for employment growth rate, and \(k\) stands for capital growth rate.
Using the above-mentioned method, we calculated the relative data in years 2000-2006, which yielded a fairly good result. The estimated formula is as follows:

\[
\log\left(\frac{Y}{K}\right) = 2.6825 + 0.5689\log\left(\frac{N}{K}\right)
\]

where \(R^2 = 0.9147\) and the \(F\) test value equals 15.3666.

Analysis and significance test on the regression equation indicate that the correlation coefficient is close to 1, which testifies significant linear relationship between \(\log(Y/K)\) and \(\log(N/K)\). The \(F\) test is also passed. The regression equation indicates a fairly good fit to the actual results.

Meanwhile, as \(\log A = 2.6825, 1 - \theta = 0.5689, \theta = 0.4311, A = 14.6223\), namely, Eq. (9) is

\[
Y = 14.6223 \times K^{0.4311} \times N^{0.5689}
\]

The formula deducted according to Solow’s Growth Velocity Equation is

\[
y_{xy} = 0.5689 \times \frac{N}{y}
\]

From the above formula, we can estimate the contribution rate of the growth in FDI enterprise output value to the employment situation in the Yangtze Delta in years 2000-2006. In years 2000-2006, with the rapid growth of output value of FDI enterprises, despite occasional fluctuations, the corresponding contribution rate to employment showed an upward trend. This demonstrates that FDI enterprises in the Yangtze Delta deploy personnel in accordance with market rules, which leads to a relatively low recessive unemployment rate, more indirect employment opportunities, and higher efficiency in utilizing labour resources.

4. Recommendations

4.1. Further Enhance the FDI Agglomeration Capability of the Yangtze Delta

With the continuous expansion of the FDI agglomeration scale in the Yangtze Delta, the FDI agglomeration capability of the Region will be continuously improved, and industrial clusters that are based on FDI will also be upgraded. Moreover, the regional agglomeration capability for the advanced manufacturing sector and modern service sector will also be gradually improved. These will accelerate industrialization in the Yangtze Delta, shorten the industrialization cycle of the Region, and speed up its modernization process. Meanwhile, it is worth noting that when the FDI agglomeration scale reaches a certain critical value, the demand and pressure on FDI transformation in the Region will also go up considerably.
4.2. Control Environment Problems in the Yangtze Delta Caused by FDI Absorption and Persist in Sustainable Development

With the expansion of FDI agglomeration, investment in pollution treatment, environment protection and improvement will also increase accordingly. Although there is, so far, no effective mechanism matching investment in pollution treatment to the FDI investment scale, strengthening environment supervision on FDI projects and increasing investment in urban environment improvement have become a shared concern among cities in the Yangtze Delta.

4.3. Advance Industrialization of New and High Technology in the Region to Form Core Competitiveness in the New and High-tech Industry

In the process of attracting and absorbing FDI, the introduction of advanced managerial concepts and new and high technology industries has vigorously boosted the economic development of the Yangtze Delta. However, enterprises in the Region are lacking in self-initiated innovation capability and core technology, and are weak in technology internationalization capability, which prevents the local economy from developing in a sustainable and healthy way. “In the process of economic globalization, some areas with economic and technological advantages play a key role in boosting the economic development and enhancing the international competitive status of the host countries and regions.” It is clear that new technology industrialization is crucial to the economy, and is conducive to the enhancement of comprehensive national strength. It is also the driving force of regional economic growth.

4.4. Strengthen Adjustment and Integration of the Industrial Structure to Enhance the International Competitiveness of Regional Industry

Success in the regional economy in other countries proves that to be strongly competitive at an international level, an economic region must have core cities with complete service facilities, and form industrial clusters with clear hierarchical levels and division of labour. The Yangtze Delta hosts Shanghai – a metropolis aimed at developing itself into an international centre of economy, finance, trade, and navigation. It is also home to a series of distinctive industrial centers in the Jiangsu and Zhejiang provinces, whose industrial structure provides substantial room for mutual support and cooperation. Therefore, it can be predicted that with Shanghai as the locomotive and the modern industry and auxiliary facilities in Jiangsu and Zhejiang as the supporting force, the industrial cluster in the Yangtze Delta is bound to become internationally competitive after several years of construction and development. “To this end, we must adopt the concept of globalized operation, abolish local protectionism and local mentality”, and build the Region into an organic part of the overall economic development of the Yangtze Delta, China and the world. This will definitely contribute to the formation of a complete industrial chain and consistency between the development strategy of multinationals in China and China’s development strategy”. Therefore, cities in the Yangtze Delta must adopt globalization strategies in order to adapt to the trend of global economic integration and to enhance their overall competitiveness in the global economic competition.
5. Conclusions

It can be seen from the above-mentioned analysis that FDI is conducive to the economic development of the Yangtze Delta. On the one hand, the Yangtze Delta can accumulate foreign funding through absorbing FDI. On the other hand, owing to the agglomeration effect, FDI can help attract the capital of local manufacturers, and thus vigorously boost local economic development. FDI has a squeezing-in effect on the investment in the Yangtze Delta, namely foreign investors have promoted the local investment in the Yangtze Delta in the process of investing in this Region themselves. It can be said that FDI in the Yangtze Delta makes more contribution to capital formation in the region than the investment made by local manufacturers. Generally speaking, FDI will not replace the local investment in the Region. On the contrary, it will be conducive to improving capital quality, promoting technology, upgrading industrial structure, and boosting auxiliary industry. Therefore, in the process of attracting and using FDI, the local enterprises in the Yangtze Delta will enhance cooperation with foreign-invested companies in technological research and development as well as product innovation so as to improve the upstream and downstream industrial correlation, making the Yangtze Delta the base location for production and R & D for multinational companies, and further elevating the international competitiveness of the Yangtze Delta.
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Abstract. We develop techniques for mining labor records from a large number of historical IT consulting projects in order to discover clusters of projects exhibiting similar resource usage over the project life-cycle. The clustering results, together with domain expertise, are used to build a meaningful project taxonomy that can be linked to project resource requirements. Such a linkage is essential for project-based workforce demand forecasting, a key input for more advanced workforce management decision support. We formulate the problem as a sequence clustering problem where each sequence represents a project and each observation in the sequence represents the weekly distribution of project labor hours across job role categories. To solve the problem, we use a model-based clustering algorithm based on explicit state duration left-right hidden semi-Markov models (HsMM) capable of handling high-dimensional, sparse, and noisy Dirichlet-distributed observations and sequences of widely varying lengths. We then present an approach for using the underlying cluster models to estimate future staffing needs. The approach is applied to a set of 250 IT consulting projects and the results discussed.
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Introduction

A good view into future resource needs is essential for driving profitability in a service-oriented businesses [1]. Large projects typically require multiple resources, each having different skills. The resource requirements are not static, instead varying over the life of a project as it enters different phases. Both lack of resources with the appropriate skills to carry out a project when needed as well as over-supply of resources who are under-utilized result in loss of profits to the business.
One approach to predicting future resource demands is to create a project categorization scheme that links a set of project attributes captured in the early stages of negotiations with a client to typical resource requirements over the project life-cycle. In this paper, we present a model-based sequence clustering algorithm useful for finding groups of projects showing similar resource requirements over the project life cycle, and show how the resulting groups can be used to infer a project taxonomy. To automatically determine project groups, we use a hidden semi-Markov model (HsMM)-based clustering algorithm. Higher-level descriptions are associated with each cluster with the help of domain experts. The models describing each cluster are used to form templates representing typical staffing requirements for the different project types. These templates can then be used to generate forecasts of future staffing needs.

Three major contributions are given in this paper. First, we formalize the problem of project taxonomy building for workforce management as a sequence clustering problem. Second, we present a clustering algorithm that includes several new advances over past attempts at sequence modeling and clustering [2,3,4,5,6,7,8] to address challenges specific to the business problem. Third, we outline the use of the cluster model results for project-based resource demand forecasting. We demonstrate the effectiveness of the proposed approach on labor claim data from IBM Global Business Services (GBS) consulting engagements.

The remainder of the paper is structured as follows. In Section 1, we motivate formulation of the business problem as a sequence clustering problem and define some notation. In Section 2, we present the HsMM-based sequence clustering algorithm. In Section 3, we outline use of the cluster results for project-based demand forecasting. Section 4 presents results of application to real data from a set of IBM Global Business Services consulting projects. We conclude with a discussion in Section 5.
1. Taxonomy Building as a Sequence Clustering Problem

Fig. 1 shows a high level workflow for using historical project labor data for resource demand forecasting. We concentrate here on the initial steps, i.e. processing and analyzing labor claim records to determine similarities between projects. We formalize the model-based clustering problem as follows. Suppose we have labor claim data for a set of \(m\) historical projects \(\{P_1, P_2, \ldots, P_m\}\) completed by an organization, where the resources completing the labor are each labeled according to an agreed upon job role categorization scheme. Let the total number of resource types available within the organization be \(D\). A project \(P_i\) has a duration of \(T_i\) (in weeks), and for each week \(j\) (relative to the starting week), the proportion vector representing the distribution of resources across job role categories is specified by \(O_{i,j} \in \mathbb{R}^D\). Since resource distributions are represented as proportions, for each week \(i\) we have \(\sum_{k=1}^{D} O_{i,j}(k) = 1\), \(O_{i,j}(k) \in [0,1]\), where \(O_{i,j}(k)\) (the \(k^{th}\) component of the vector) denotes the observed proportion of resource hours in job role category \(k\) in week \(j\) for project \(i\). Thus the full specification of a project \(P_i\), in terms of resource requirement distributions, is given by the sequence of proportion vectors, ordered by weeks: \(P_i = (O_{i,1}, O_{i,2}, \ldots, O_{i,T_i}), \quad O_{i,j} \in \mathbb{R}^D, \quad 1 \leq j \leq T_i\). Since durations of projects vary, \(T_i\) take different values for different projects. Therefore each \(P_i\) can be thought of as a variable-length multivariate sequence. Given that there are \(m\) such projects, we have a set of \(m\) multivariate sequences; we would like to find those sequences that exhibit similar behavior. More formally, the problem is to devise an algorithm for clustering variable-length multivariate sequences having some specific characteristics. In particular, we seek a model-based sequence clustering algorithm to capture the following characteristics of the business problem.

1. Projects are typically carried out in phases.
2. Temporal dependencies among project phases are common.
3. The observation vectors at each time period represent proportions, so appropriate statistical distributions are necessary for their modeling.
4. The proportion vectors may be sparse, i.e., only a small set of the resources may contribute to a project in a given week.
5. The number of clusters in the taxonomy is not known a priori.
6. There may be atypical weeks within projects, and atypical projects as a whole, both of which should be treated as outliers.

We wish to infer statistical models for each cluster, so that the resulting project taxonomy can be used to generate expected resource requirements given a selected project group. We call the model used to generate such a forecast a staffing template.

Note that alternative data mining algorithms, such as decision trees or itemset mining are not appropriate for this problem, as our objective is to group sets of projects that have no explicit labeling. The next section presents the sequence clustering algorithm.

2. HsMM-based Sequence Clustering

In this section, we provide motivation for the HsMM modeling choices used for analysis.

1. Proportion vectors are defined on a \((D-1)\)-simplex, where \(D\) is the number of resources. Hence we use a Dirichlet distribution for modeling the observa-
tion vectors, a standard distribution for describing multivariate proportion data. For \( x \) in the \((D - 1)\)-simplex, the probability density function (p.d.f.) for the \( D \) dimensional Dirichlet distribution is defined as

\[
f_d(x|b) = \frac{1}{B(b)} \prod_{i=1}^{D} x_i^{b(i) - 1}, \quad x \in \mathbb{R}_+^D,
\]

(1)

where

\[
B(b) = \frac{\prod_{i=1}^{D} \Gamma(b(i))}{\Gamma\left(\sum_{i=1}^{D} b(i)\right)}
\]

(2)

and \( \Gamma() \) denotes the Gamma function.

2. Since phases within projects govern the resource requirements, we use a first-order hidden Markov model (HMM) [2] to characterize a project’s transition through project phases over its life-cycle. An HMM is a finite-state probabilistic model governed by first-order state transitions.

3. Since project phases typically occur in a sequence, with the same phase not repeating itself, we restrict our model to (a) non-ergodic left-to-right HMMs, (b) having strict start and end states, with (c) state skipping being disallowed. These are essentially topological restrictions which yield a reasonable simplification to the model, without loss of information.

4. Because project phase durations may not necessarily follow a geometric distribution, which is implicit for a first-order HMM, we employ HMMs with state duration explicitly modeled by a Gamma distribution, allowing much more flexibility in the state durations. With explicit duration modeling, HMMs are no longer first-order models, and hence are referred to more accurately as hidden semi-Markov models (HsMM) [9]. The p.d.f. of the Gamma distribution is given by

\[
f_g(x|\psi, \theta) = x^{\psi-1} e^{-x/\theta} \frac{\theta^\psi}{\Gamma(\psi)}, \quad x \in \mathbb{R}_+.
\]

(3)

A schematic view of an \( N \)-state HsMM as described above is shown in Fig. 2. For clustering the project data under the assumption of an HsMM for each cluster, we use a modified version of the algorithm proposed in [4], designed to address challenges posed by the high dimensional, yet sparse, proportional nature of the observations, and the presence of noise both within a sequence and for a set of projects. The algorithm carries out model construction via robust estimation of HsMM parameters, with the number of HsMM states inferred iteratively using the Bayesian Information Criteria (BIC). The number of clusters is also automatically inferred using a modified BIC, referred to as partition_BIC. The steps in the main clustering algorithm are shown in Table 1.

The proposed model-based clustering algorithm extends the work of [4], primarily through additional focus on the modeling aspects of the work. The methods presented in [4] discretize the sequence data by performing an initial assignment of each observed time point to a state. An HsMM model is then applied to cluster the sequences of discretized data, rather than fitting a distribution to directly characterize the observed vectors, as we have done here using a Dirichlet distribution. Here, the characterization of
Table 1. The proposed sequence clustering algorithm.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Assign all sequences to one cluster</td>
</tr>
<tr>
<td>2</td>
<td>Apply model construction to the one cluster</td>
</tr>
<tr>
<td>3</td>
<td>Compute partition_BIC</td>
</tr>
<tr>
<td>4</td>
<td>While partition_BIC ≥ old_partition_BIC</td>
</tr>
<tr>
<td>5</td>
<td>Compute individual cluster_BIC values</td>
</tr>
<tr>
<td>6</td>
<td>Split the weakest cluster in two using hierarchical clustering</td>
</tr>
<tr>
<td>7</td>
<td>Apply model construction to the two new clusters</td>
</tr>
<tr>
<td>8</td>
<td>While membership changes continues</td>
</tr>
<tr>
<td>9</td>
<td>Re-assign each sequence to its most likely cluster</td>
</tr>
<tr>
<td>10</td>
<td>Apply model construction to get a new set of clusters</td>
</tr>
<tr>
<td>11</td>
<td>old_partition_BIC = partition_BIC</td>
</tr>
<tr>
<td>12</td>
<td>Re-compute partition_BIC</td>
</tr>
<tr>
<td>13</td>
<td>Use Monte Carlo simulation to get likelihood thresholds</td>
</tr>
<tr>
<td>14</td>
<td>If a sequence has likelihood less than the threshold for its cluster</td>
</tr>
<tr>
<td>15</td>
<td>Reject the sequence as noise/outlier</td>
</tr>
<tr>
<td>16</td>
<td>Apply a final model construction to each cluster</td>
</tr>
</tbody>
</table>

Figure 2. The left-to-right HsMM topology used for sequence modeling. Symbol \( \delta \) denotes state/phase duration, \( f(\cdot) \) denotes the Dirichlet p.d.f., and \( g(\cdot) \) denotes gamma p.d.f.

each state by a parametric model is useful for generation of staffing templates, as discussed in the next section. However, parametric modeling necessitates the development of a dimension reduction procedure for estimating the Dirichlet distributions, as the number of observation dimensions having non-zero proportions is typically small relative to the total number of dimensions. We leave further discussion of the dimension reduction technique to another paper. Lastly, we generalize the state duration distribution to better reflect the characteristics of project durations in practice.

There are a number of reasons that motivate the complex nature of this algorithm for the application in question. First, the approach is completely independent of prior knowledge about the number of clusters that exist in the data, which is algorithmically determined. Second, the number of states in the HsMM for each cluster is also automatically determined, eliminating the need for the user to specify them. Both these properties are particularly attractive for the application in question, because it is very difficult to make conjectures about the size of a resource-based project taxonomy or the nature of each project cluster. The idea is to have a largely data-driven approach, with the only prior knowledge use being in the choice of statistical distributions for modeling. Finally, and most importantly, the choice of a model-based clustering algorithm as against simpler methods such as distance-based clustering is motivated by the fact that for our application, it is critical to get an insight into each cluster, so as to be able to make high-level in-
interpretations about each of them. The estimated model parameters for each cluster make it possible to draw such inferences.

3. Resource Demand Forecasting based on Cluster Results

In order to use the cluster results for resource demand forecasting, it is necessary to create a description of each cluster that reflects the typical resource requirements and project phase durations for the projects in that cluster. A straightforward way to obtain the typical resource distribution per phase for a cluster is to aggregate the hours in each resource category across all projects in the cluster for each identified project phase and compute the category distribution based on the total claimed hours for that phase. Note that this approach results in certain categories having very small, but non-zero, percentages because only a few projects in the cluster have hours claimed in that category for a phase. Here, we take advantage of the models generated for each cluster by using the estimated, reduced-dimension Dirichlet distributions for each state to directly compute the mean resource distribution for each phase.

To obtain estimates of project phase duration, we distinguish between two different scenarios. 1) Individual phase durations and resultant overall project duration are estimated based on the mean calculated directly from the gamma distribution for each corresponding state. 2) In the case the project duration is specified a priori, for example, because of requirements from the customer, the duration of each phase can be estimated by scaling the mean phase durations generated in 1) by the fixed total project duration. Further discussion of template generation from cluster results is given in [10], where the focus is on project clustering at the aggregate level, i.e., the problem of sequence clustering is not addressed.

Once the statistical cluster analysis and template creation are complete, the next challenge is to create an appropriate project taxonomy from the results. In general, this can be accomplished using a two-step process. 1) For each cluster, examine a set of project attributes (other than resource requirements) whose distribution of values suggests a name and description for each cluster. 2) Validate and refine cluster taxonomy labels and class descriptions through discussions with subject matter experts.

The objective of the first step is to identify unique characteristics represented by each cluster. The predominant attribute values within a cluster serve to provide alternative characterizations of projects, enabling linkage of a project’s business attributes and a project’s staffing requirements. This step may be accomplished formally, through building a classification model for the project groupings using business attributes as features, or informally, through discussion with subject matter experts. In Step 2, domain experts are used to validate the various project types to ensure that each discovered project type is both meaningful, from a practitioner’s viewpoint, and distinct, meaning that groups identified as statistically distinct in fact represent true variations in resource distributions due to differences in the types of projects implemented.

The staffing templates can be used for generating project-based demand forecasts through application of the following steps.

1. Select a label for a new project instance from the created project taxonomy. This label is selected based on knowledge of the new project’s business attributes and
the previously determined linkage between business attributes and the project taxonomy, as mentioned above.

2. Compute the duration of each project phase, either using a predetermined project duration or estimated project duration, as discussed above.

3. Estimate the number of project hours required for each project phase. This estimate can come directly from expert opinion, or be based on an established relationship between project revenue and project hours.

4. Distribute the expected hours per phase across the project job roles according to the established Dirichlet distributions.

Estimated resource demands and their start/end dates are aggregated across all project opportunities at a weekly level to achieve a total view of expected resource requirements over a specific time interval.

4. Results on IBM Data

To test the efficacy of the proposed method, we initially conducted a number of experiments on synthetic sequences and found the clustering results satisfactory. Given our business goal, we then tested how well the algorithm was able to produce meaningful resource-based project taxonomies for real project staffing data. We applied the method to a set of 250 historical SAP-related IBM projects, each lasting at least 10 weeks. SAP is an Enterprise Resource Planning application; SAP-related engagements represent a large portion of IBM’s consulting projects and are thought to contain fairly predictable types of tasks, making their analysis easier. The resources on each project were labeled according to their primary job role using an IBM-defined taxonomy of job roles. Sixty-six different job roles were represented in these 250 projects, i.e., each observation vector was of dimension $n = 66$. The dimension reduction component of our algorithm selects informative dimensions and club the remainder into an extra dimension (since components add up to one). This component selected seven out of these sixty-six job roles for explicit modeling, plus an “other” category representing the aggregation of all remaining job roles. Based on the iterative clustering algorithm given in Table 1, we obtained a set of six project clusters. Fig. 3 shows the average percentage of resource hours in each of the eight job role categories relative to the total resource hours for the 250 projects. For each cluster, the graph shows estimates for each state in the constructed models, where the number of states are chosen automatically as part of modeling/clustering.

Roughly speaking, Cluster 1 can be said to represent projects consisting initially of Package Solution Integration Consultants (PSIC, Dimension 35) configuring and deploying particular SAP modules. In the second phase of the project, additional resources having different job roles, including a Project Manager (PM, Dimension 41) to coordinate the different activities and resources, are brought in and the role of the PSIC is reduced. These other roles include Application Developer (Dimension 4), Application Architecture (Dimension 2), Business Development Executive (Dimension 6), as well as Other. These types of projects are typical of many SAP engagements conducted by GBS. In contrast, Cluster 2 represents more of an initial roadmap/blueprint type of project, in which a project manager or partner is engaged as the primary resource in the initial stage of the project, while resources with additional skills are brought in only in the second phase, and the relative involvement of the PM is reduced substantially. Similar interpre-
Figure 3. The six clusters generated with the IBM GBS data. For each cluster, and for each state, the mean values of proportions (Y-axis) for the significant resources (X-axis) are shown, along with the mean state durations, calculated from parameter estimates.

In discussion of these results with GBS domain experts, the identified clusters were found to be reasonable and representative of typical SAP engagements.

To create an appropriate project taxonomy from the results, we examined the distribution of additional project attributes (beyond resource distributions) for projects in each cluster, as discussed in Section 4. Attributes examined included the client’s business sector (e.g., Industrial, Distribution), the service area most representative of the work (e.g., Customer Relationship Management, Supply Chain Management), the business unit of the project manager, the expected project revenue, the way the project was priced (e.g., Time and Materials, Fixed Price), etc. Information on the nature of the different projects within a cluster was also gleaned from the recorded project name and description. For the projects used in the experimentation, we were unable to find clear relationships between the project attributes mentioned above and project staffing patterns suggested by the sequence clusters. Thus, expert help was sought for further analysis. A summary of the observed staffing requirements in each cluster was used to discuss the results with GBS domain experts, who subsequently were able to relate the observed staffing patterns to project type names typically used within GBS. For example, Cluster 2 projects consisting primarily of project management and application architect were determined to represent the design phase of a project, commonly called a Phase 1/Blueprint project.

We do not give an example here to show the creation of staffing templates from these results and subsequent generation of staffing requirements for a newly identified project. Formal models for assigning a label to a new project instance were not developed in this case. See [10] for a detailed example of staffing template generation based on projects clustered at an aggregate level.
5. Conclusions

A sequence clustering-based approach to building resource-based project taxonomies has been proposed, which handles noise, sparse high-dimensional observations, explicit state duration modeling, and lack of knowledge about the number of states and clusters. The clustering algorithm has been applied to IBM GBS project data, and the obtained clusters have been found to be reasonable representations of project types based on resource engagements, making the sequence clustering framework an attractive approach to taxonomy building.

The proposed sequence clustering approach is quite general, with potential applications in a wide variety of other problem domains, including video sequencing, gene expression clustering [11], etc. For example, video shots can be represented by allocations or proportions of a quantized color set. This way, video shots can be represented by sequences of proportional vector, making our Dirichlet-based sequence clustering algorithm appropriate. Moreover, data noise and sparsity typically occur in such sequences as well. We leave application of the technique to this and other problems for future work.
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